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AHHOTAIUA

padouyeii nporpammsl y4eoHoi aucuumanabl @PT/1.02 «MoaenupoBaHue BpeMeHHbIX PsSII0B
ArpoIKOHOMHYECKHX /IAHHBIX HA HHOCTPAHHOM SI3bIKe» /ISl OAT0TOBKH faKajiaBpa no
nanpasjaeduio 09.03.02 «MudopmannoHHbie CHCTEMbI H TEXHOJOITHH» HANPABJIEHHOCTEH
«boJablIMe 1aHHBIE H MAIIHHHOE 00y4YeHHe», « KoMnblOTepHbIe HAYKH W TEXHOJIOTHH HCKYC-
CTBEHHOI0 HHTEJLJIEKTA»

eab ocBOeHUS TUCHMILUIMHBI: YITyOlIeHHWE 3HAHWNM W HABBIKOB CTYJCHTOB B
MCII0JIb30BAaHUU METOAMK 00pabOTKHU AaHHBIX, COJICpKAIIUX B ce0e BpEeMEHHbIE 3aBH-
CHUMOCTH, OCHOBAHHBIX Ha PAa3HOCTOPOHHUX IMOJAXOAaX K MOJCIHUPOBAHHUIO BPEMEH-
HBIX PSJ0B, BKJIKOYAKOIIUX CTAaTUCTUUYECKUE MOJIC/IH, 0allecCOBCKHUE METO/bl U MHBIC
aTbTEPHATHUBHBIC KOHIICTIIIUH; COBEPIICHCTBOBAHUE HABBIKOB MHOS3BIYHOW mpodec-
CUOHAJILHOM peYH CTYJCHTOB.

MecTo TMCHUILUIMHBI B Y4eOHOM IJIaHe: TUCIUILIMHA BKIIOYEHA B MEPEUCHB
dakyabTaTUBHBIX JUCUMIUIMH YacTH y4eOHOI'O IUIaHa 1O HaIpaBJICHHUIO MOATOTOBKH
09.03.02 «MupopmManinOHHBIE CUCTEMBI U TEXHOJIOTHN.

TpeboBanusi K pe3yjibTaTaM OCBOEHHS JMCUMILUIMHBI: B pE3yJbTaTe OCBOC-
HUs JTUCUMIUIMHBI (DOPMHPYIOTCS CIEAYIOUIME KOMIETeHIMH (MHauKaTophl): YK-4
(VK-4.2; YK-4.3); YK-9 (VK-9.2; YK-9.3); lKoc-2 (ITKoc-2.1; ITKoc-2.2; ITKoc-
2.3).

Kparkoe coaep:kanue aucuuiuiuHbl: [lonsarune BpemeHHoOro psima. Xapakrte-
PUCTUKU (KOMIIOHEHTBI) BPEMECHHBIX PSAJIOB: CE30HHASI U IUMKJIMYECKas KOMIIOHCHTA,
TpeH10Basi koMmoHeHTa. KpaTkoe ucciaeqoBanne JaHHBIX.

CrauunoHapHbie BpeMeHHbIC psjibl. [IoHATHE cTallMOHApPHOrO BPEMEHHOTO psija
M €r0 CBOWCTBA. ABTOKOBapHAIlMOHAs, aBTOKOPPEIAIMOHHAS M YacTHas aBTOKOppe-
nasuuonHas QyHkuMs. Bpemenno#t psjp Oesnoro myma. OCHOBHBIE MOJIEIW CTalMO-
HApHBIX BPEMEHHBIX PSAIOB: MOJIeNIn aBToperpeccuu AR, MOenb CKOJIB3AIIETo Cpe-
Hero MA, moaenb ARMA — u ux craructudeckue cBoiicTtBa. Meton bokc-
Jlxenkunca [Tporno3upoBaHue CTallMOHAPHBIX BPEMEHHBIX psijioB. MHpopmanmon-
HBIC KpUTEPUU BBHIOOpa MOJEIN CTAllMOHAPHOTO BPEMEHHOTO psja. TecTa Ha aaek-
BaTHOCTb BbIOpAHHON MOJenH, Q-CTaTUCTHKH.

JIuHeiHass MOJIeNTb PErPECCUU IS CTAIIMOHAPHBIX BPEMEHHBIX PSIIOB, YCIOBHS
I'aycca-MapkoBa u ycioBue 3proaudyHoctd. Mojenu pacnpeaeiieHHbix Jaros FDL u
MOJIE]Ib aBTOPETPECCHUU- PACTIPEACICHHBIX JIATOB M MX CTAaTUCTHYCCKHUE CBOMCTBA.
YpaBHEHHE JOJITOCPOYHOM 3aBUCUMOCTH M JIOJTOCPOYHBIC MYJIBTUILIMKATOPHI.
OyHKIUS UMITYJTBCHOTO OTKJIMKA M €€ CBOMCTBA.

HecraunonapHueie BpeMeHHBIC psibl. Mojielib BPEMEHHOIO psjia ¢ TPECHAOM,
ycnoBusi ['aycca-MapkoBa, uHTepnperarnus koddgduruenTo Mmoaenu. Buga TpeHa:
JIMHCHHBIN, KBaJAPAaTUYHbIN, 3KCIIOHCHUMAIbHBIA. BpeMeHHbIC psAbl, CTallMOHAPHbIC
otHOocutenbHO TpeHaa (TS-psiasr). [Ipobdnema moxHOM perpeccun s TS-psaoB.

Cny4aitHoe OnyKJaHWe W ero cBoicTBa. Omeparust B3SITHS KOHEYHOU pa3HO-
CTH JUISI BPEMECHHBIX psi1oB, DS-Bpemennsie psaapl. Moaens ARIMA HecTaunoHapHo-
ro BpeMeHHoro psiga, SARIMA; Garch; TBATS; Prophet; NNETAR; LSTM.

[Ipobnema oneHUBaHMUS JIMHEHHONW MOJCIM PErpecCHUU IS HECTalMOHAPHBIX
BPEMEHHBIX PSAJ0B, TIpobiemMa JI0KHOU perpeccuu. KOMHTeTpUpOBaHHBIC BPEMEHHBIC
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psiibl. Mozenb Koppekiuuu ournOok. OueHuBaHuEe KOMHTETPUPOBAHHBIX BPEMEHHBIX
panoB. Meton Woxanccena. Tect ['pamkepa. Moziens BEKTOPHOU aBTOPETPECCHM.

OreHka TOYHOCTH Mojenu. BanuaupoBaHue U TECTUPOBAHUE MOJEIU BPEMEH-
HOTO psiia MeTo/ibl YBEJIMYEHUS TPOU3BOIUTEIIBHOCTH MOJICIIH.

Summary of the course: The concept of a time series. Characteristics (com-
ponents) of time series: seasonal and cyclical components, trend components. Brief
data analysis.

Stationary time series. The concept of a stationary time series and its proper-
ties. Autocovariance, autocorrelation and partial autocorrelation functions. White
noise time series. The main models of stationary time series: autoregressive AR mod-
els, moving average MA model, ARMA model and their statistical properties. Box-
Jenkins method. Forecasting stationary time series. Information criteria for choosing
a stationary time series model. Test for adequacy of the selected model, Q-statistics.

Linear regression model for stationary time series, Gauss-Markov conditions
and ergodicity condition. FDL distributed lag models and autoregressive distributed
lag model and their statistical properties. Long-run dependence equation and long-run
multipliers. Impulse response function and its properties.

Non-stationary time series. Time series model with trend, Gauss-Markov con-
ditions, interpretation of model coefficients. Trend type: linear, quadratic, exponen-
tial. Time series stationary with respect to trend (TS series). The problem of spurious
regression for TS series.

Random walk and its properties. Finite difference operation for time series, DS
time series. ARIMA model of non-stationary time series, SARIMA; Garch; TBATS;
Prophet; NNETAR; LSTM.

The problem of estimating a linear regression model for non-stationary time se-
ries, the problem of spurious regression. Cointegrated time series. Error correction
model. Estimation of cointegrated time series. Johanssen method. Granger test. Vec-
tor autoregressive model.

Evaluation of model accuracy. Validation and testing of a time series model
Methods for increasing model performance.
OO0masi TPy10eMKOCTh IHCHUILIMHBI/B T.4. NMPAKTHYECKAs MNOATOTOBKA:
COCTABJISACT 2 3a4eTHbIC CAUHUIBI (72 yaca, B T.4. 4 yaca NpaKTUYECKOM MOANOTOBKH.
IIpomexKyTOYHBIA KOHTPOJIb: 3a4€ET

1. Ilesb ocBOEHHMS TUCIIMILIHHbBI

OcHoBHas 1eNb AUCUMILTMHBL «MOIeTMpOBaHNE BPEMEHHBIX PSJOB arpo3Ko-
HOMMYECKUX JAHHBIX Ha MHOCTPAHHOM SI3bIKE» — yriyOJCHHE 3HAHWI M HABBIKOB
CTYJICHTOB B MCIIOJIb30BaHMM METOJMK OOpabOTKH JIaHHBIX, COJEp)KallMX B cebe
BPCMEHHBIC 3aBUCUMOCTH, OCHOBAHHBIX HA PA3HOCTOPOHHHUX MOJAX0/aX K MOJCIUPO-
BaHUIO BPEMEHHBIX PSJIOB, BKIIOYAIOUIMX CTATUCTHYECKHE MOJICIH, OaileCOBCKHE Me-
TOAbIl ¥ WHBIC ATbTEPHATUBHBIC KOHIICMIIMH, COBEPIICHCTBOBAHUE HABBIKOB HHO-
A3BIYHON NPO(PECCUOHATIBHON PeUr CTYCHTOB.

3amaun JUCIUILTHHBL:

— pacuMpeHue M yriiyOjieHHue TEOPETUYECKUX 3HAHMI O KauyeCTBEHHBIX 0COOEH-
HOCTSAX SKOHOMMYECKUX M COLMAJIBHBIX CUCTEM B TPAJMLIMOHHON M LU(PPOBON KO-



HOMUKE, KOJIMYECTBEHHBIX B3aUMOCBS3SX U 3aKOHOMEPHOCTAX HUX pPa3BUTHUSA, B TOM
YHCJICe B YCIOBUAX MUGPOBBIX TpaHCHOPMAIIHii;

— chopMHupOBaTh y CTYJICHTOB MPEACTaBICHHE 00 OCHOBHBIX HAyYHBIX MpOOIIC-
Max MOJICJIMPOBAHUSI M MPOrHO3UPOBAHMS HAa OCHOBE JaHHBIX B (hOpMEe BPEMEHHBIX
ps/1I0B, 00 OCHOBHBIX TEHJCHIIMSAX PAa3BUTHS METOJOB aHAIM3a BPEMEHHBIX PSIOB U
HUX UCIIOJIBb30BaHUU B HAYUYHBIX UCCIICIOBAHUAX;

— OBJIQJICHUE CTYJICHTAMH COBPEMEHHOM METOJ0JIOTMEH U METOJUMKON MOCTpoe-
HUSI, aHAJIM3a U MPUMCHCHHUS MOJCJICH BPEMCHHBIX PAJIOB ISl IIPOrHO3a pPa3BUTHUSA
yKa3aHHBIX CUCTEM, B TOM YHCIIC B YCIOBUSIX MU(DPOBBIX TpaHCHOpPMAITHIA;

— chopMHupOBaTh y CTYJACHTOB MPAKTUUECKHE HABBIKA TIOCTPOCHUSI MOJCICH H
IPOTrHO30B, WHTEPIPETALUU U NPEACTABICHUS PE3YJIbTATOB HAa OCHOBE pCallbHBIX
YKOHOMMUYECKHUX JaHHBIX;

— TPUOOPETEHHE OINbITa TMPOBEACHHUS CAaMOCTOATEIHPHOTO W KOJUICKTHBHOTO
HAY4YHOTO HCCJICAOBAHUS, MOJYUYCHUS HOBBIX HAYYHBIX BBHIBOJOB O Pa3BUTHU IKOHO-
MHKH Ha OCHOBE MOJICJTMPOBAHMS M IIPOrHO3UPOBAHMS C UCITOJIb30BAaHUEM LIM(PPOBBIX
TEXHOJIOT UM,

— chopMHpPOBATh CIIOCOOHOCTH K CAMOCTOATEIHFHOMY YTIYOJIEHHOMY H3yYCHHUIO
METOJ0B CTATUCTHYECKOTO M HKOHOMETPUUYECKOIO MOJICIIMPOBAHUS U TOJIXOJIOB K
aHaIM3y B COBPEMEHHOW HAYYHOW JIUTEPAType, B T.4. C UCMOJIB30BAHUEM ITH(POBBIX
pPECYpPCOB TEKCTOBOM MH(POPMALIMKM U CTATUCTHYCCKUX JaHHBIX.

2. MecTO IHMCHUILUIMHBI B y4eOHOM Mpolecce

Juctummaa «MoaenupoBaHue BPEMEHHBIX PSIOB arpOdKOHOMUYECKUX JTaH-
HBIX Ha MHOCTPAHHOM $3BbIKE» BKJIIOUYEHA B 4acTh (DaKyJIbTATUBHBIX JUCUMUIUIMH Ya-
cTH y4eOHOoro 1ana nmo HampasieHuto moarotoku 09.03.02 Uuadopmarmonnsie cu-
CTEMBbI U TEXHOJIOTHH.

Juciummmaa «MoaenupoBaHue BPEeMEHHBIX PSA0OB arpOIKOHOMHUYECKUX TaH-
HBIX Ha MHOCTPAHHOM $3BIKE» M3y4aeTcs B MSATOM ceMecTpe 00pa30BaTEIbHOIO LHK-
7a, TPEANIECTBYIOMUMH KypcamMH, Ha KOTOPBIX HEMOCPEICTBEHHO Oa3upyercs Iuc-
nuIMHa «MoJenupoBaHue BPEMEHHBIX PSIOB arpo3KOHOMHUYECKHMX JaHHBIX Ha
WHOCTPAHHOM SI3BIKE» SBISTIOTCS: «JInHelHas anredpay», «MareMaTndecKuil aHam3»,
«BBenenne B KOMIBIOTEpHBIE HAYKW HA MHOCTPAHHOM S3bIKe», «MaTtemaTudeckas
CTaTUCTUKA», «DKOHOMHUYECKasl TEOPHs», «AHAIN3 arpO’KOHOMHYECKUX JIaHHBIX C
WCIIOJIb30BAaHUEM COBPEMEHHBIX HH(GOPMAIIMOHHBIX TEXHOJIOTHH Ha HMHOCTPAHHOM
A3BIKEY.

OBnageHne METOOJIOTHEH ¥ METOIMKOM MOCTPOSHUSI U IPUMEHEHUST MOJIEIICH
BPEMEHHBIX PsJI0B» HEOOXOUMO Il U3yUeHHUs TUCUUIUIMH: «JlabopaTopHbId npak-
TUKYM TI0 DKOHOMETPHUKE C WCIOJIb30BAaHUEM TAKETOB MPHUKIAJIHBIX TMPOTPaAMM»,
«MHOroMepHbI€ CTaTUCTUYECKHE METObI», « TecTupoBaHHe MPOrpaMMHOIo odecrie-
YCHUS.

Pabouas nporpamma nucuuIimHel «MoienupoBaHie BpEMEHHBIX PSIO0B arpo-
YKOHOMHUYECKUX JTAHHBIX Ha WHOCTPAHHOM SI3BIKE» JIJII WHBAJIUIOB H JIUIl C OTPaHU-
YEHHBIMU BO3MOXKHOCTSIMU 3710pOBbsSI pa3padaThIBacTCsl MHAMBUAYAIbHO C yYETOM
0COOEHHOCTEH TCUXO(PU3UYECKOTO PA3BUTHUS, WHIAUBHAYATbHBIX BO3MOKHOCTEH H
COCTOSIHHSI 37IOPOBBS TAKMX 00YyJarONTUXCSI.



3. [lepeyeHb MIaHNPYEMBIX Pe3yJIbTATOB 00YUEeHHs MO AHCIUILINHE,
COOTHECEHHBIX ¢ IVIAHUPYEMbIMH Pe3YJIbTATAMHU OCBOCHUSI 00pa30BaTe/ILHOIM
NpOrpaMMbl

N3yuenne nanHOM y4ueOHOM IUCHMIUIMHBI HAMPaBIECHO HA (OPMUPOBAHUE Y
00y4aroImuxcst KOMIETEHIUH, PEeACTaBICHHBIX B Ta0HIe 1.



TpedoBanus k pe3yiabTaTaM 0CBOCHHUS Y4eOHOH TUCUHMIIINHBI

Tabauua 1

BAHHBIC YKOHOMHYCCKHUEC PCIIIC-

MCHATHb YDKOHOMHYC-

BbIOODP MOAXO0B U METO-

Ko B pesyabrare u3ydeHus y4yeOHOM JUCUMIUIMHBL 00yYarOIIHECs JIOJIKHBbI:
No Komrllle Conepxanue MuaukaTopel Komrie- pesy Y Y - M
/1 N KOMIIETCHIIMH (I e€ 4acT) TEHIIHH 3HATh yMETh BIIAJIETh
1. |YK-4 CniocobeH ocymiecTBnATh aeno- | YK-4.2 YMers: npu-
BYI0 KOMMYHHKAIIMIO B YCTHOM | MEHSTh HA IIPAKTHKE [TpencraBnsTs pe3ynbra-
U MUCBMEHHOH JopMax Ha roc- | JEIOBYI0 KOMMYHHKa- Thl MOJICIIUPOBAHUS Bpe-
yapcTBEHHOM si3bike Poccuii- | 1u10 B yCTHOM U MEHHBIX PsiJI0B 1npodec-
ckoif Pesiepaliuu ¥ HHOCTPAaH- | MUCbMEHHOM (opmax, - CHOHAJILHOMY M Hay4YHO- -
HOM(BIX) s3bIKe(ax) METO/Ibl U HABBIKH J1e- My COOOIIECTBY Ha pyc-
JIOBOTO OOIIEHUS HA CKOM U aHTJIMHCKOM SI3bl-
PYCCKOM U MHOCTpaH- Kax
HOM $I3bIKax
VK-4.3 Bnagers:
HABBIKAMU YTEHUS U
epEeBOIA TEKCTOB Ha HaBpikamu uTeHus npo-
p (eccHoHaIBHON M Hayy-
MHOCTPAHHOM SI3bIKE B o
npodeccuoHanbHOM HOH JIHTCPATYPEI 1O
OgLU,CHHH' HaBbIKAMU (popmupoBanio u ana-
O ;{OMM K N3y BPEMEHHBIX PSIJI0B,
Wi B YCTHO HyHHCB HPECTABICHUS CBOUX
MeHHogi {bopMe Ha Hay4HbBIX H 1podeccHo-
CCKOM 1 E HOCTDALL HaJIbHBIX CY/KIICHUH 110
Eﬁm A3LIKAX: MGTEHH pe3ylibTaTaM MOJEIHPO-
. ’ BaHHsI BDEMEHHBIX PAIOB
KO cOCTaBJICHUSA
N B MEAJINYHOCTHOM JIe-
Y JIOBOM OOILIEHUH Ha pycC-
HOCTHOM JICJIOBOM
CKOM M HHOCTPAHHOM
OOLIEHUH HA PYCCKOM
A3bIKaX
1 MIHOCTPAHHOM $I3bI-
Kax
2 |VK-9 Crniocoben npunumars obocHo- | YK-9.2 Vmers: npu- Hayuno o0ocHoBBIBaThH




HHA B pa3JIHYHbIX obnacTax
JKHU3HEICATEIIBHOCTH

CKHE 3HAHUs TP BbI-
MIOJTHEHUH TpaKTHYe-
CKHX 3a/1a4; IPUHHU-
MaTbh 00OCHOBAHHBIE
SKOHOMHYECKHE pellie-
HHSI B pa3/InYHbIX 00-
JACTAX KUZHEACATEIIb-
HOCTH B YCIIOBUSIX

g poBoit Tpancgop-
Maluu

JI0B JUI MOJICTMPOBaHHS
BPEMEHHBIX PAJIOB C 11e-
b0 IPUHATHUS YKOHOMHU-
YECKUX PEILICHUH B Ipo-
(heccHOHaNBHOM JeATelb-
HOCTH

YK-9.3 MmeTh HaBbI-
KU UCIIOJIb30BATh OC-
HOBHBIE I10JIOKEHUS U
METO/Ibl SKOHOMHYE-
CKMX HayK IIpU penie-
HMU COLMAIbHBIX U
npoecCuOHANLHBIX
3a/1a4 B yCJIOBHAX
uudposoit Tpancdop-
MalHu

Ucnons3oBaTts METOAEI
MOJICTTMPOBAHUS BpE-
MEHHBIX PSIOB JUIs IIPH-
HATHA 000CHOBAHHBIX
pelieHuit npogeccuo-
HAJIbHBIX 3a]1a4, B TOM
4UCJIC B YCIOBUAX LU]-
poBoii TpaHchopmanuu

[TKoc-2

CriocoOHOCTB IPOBOIUTH aHA-
JIU3 JAHHBIX C UCITOJIE30BAaHUEM
MHMOPMALIMOHHBIX TEXHOJOTHI
B 00/1aCTH CEILCKOTO X034H-
CTBa, 9KOHOMHKH, Oyxranrep-
CKOT'0 yueTa, CTaTUCTHKH, (pH-
HaHCOB U JIp.

[1Koc-2.1 3nate: ocHo-
BbI TEXHOJIOTUH NTPOM3-
BOJICTBA MPOIyKUIHH
CEJILCKOT0 X034HCTBA;
TEOPHUIO U METO0JI0-
THIO JUCIUIUIHH 3KO-
HOMMYECKOTO MPOQHIIs
(pxoHOMHMKA, Oyxrai-
TEPCKUH YYEeT, CTaTH-
CTHKa, PUHAHCHI U 1. );
UH(POPMaLMOHHBIE
TEXHOJIOTMH aHaJIu3a
JIAHHBIX; HCTOYHUKH
UH(GOPMALUH JUIS TIPO-

OTteuecTBEHHBIE U 3apy-
OeKHBIC HCTOYHUKH KO-
HOMMYECKOH HH(]popMa-
1y st GopMUpOBaHHUs
BPEMEHHBIX PsJIOB, TEOpE-
THUYECKHE IIOIX0/IbI, TPE-
OoBaHMA ¥ METO/IBI 110-
CTPOCHHSI MOJICIIEH Bpe-
MEHHOT'O psijia UTsl aHAJIH-
3a ¥ IPOrHO3UPOBAHUS
Pa3sBHTHUSA COLMAILHBIX U
IKOHOMHYECKHX SIBICHUI
C LIENIBIO PEeIICHUs TIPO-
(peccroHalIbHBIX 33124




(eccuoHanbHOM J1esi-
TEJIbHOCTH

[TKoc-2.2 YMeTh: co-
Oupats HHpOpMALHUIO
JUISL IPOBEJICHUS aHa-
JIM3a JJaHHBIX B 00J1a-
CTH CEJIbCKOI'0 X035~
CTBa, JKOHOMHUKH, OyX-
rajJTepcKoro yuera,
CTaTHUCTHUKH, (PUHAHCOB
U JIp.; yCTaHaBJIMBATh
HPUYHHHO-
CIEJACTBEHHBIC CBA3U
MEX1Y NPU3HAKaAMU;
BBIOHMpaTh U NIPHMeE-
HATh, B TOM YHCIIE C
HCIIOJb30BAHUEM CO-
BpPEMEHHBIX HH(pOpMa-
LIUOHHBIX TEXHOJIOTUH,
METO/Ibl aHAIU3Aa JIaH-
HBIX B 00JIACTH CeJlb-
CKOI'0 X035HCTBa, IKO-
HOMHUKH, Oyxraiarep-
CKOI'O y4eTa, CTaTh-
CTHKH, (UHAHCOB U
JIp.; 1eN1aTh BBIBObI Ha
OCHOBE IIPOBE/ICHHOIO
aHaIM3a JaHHbIX

DopMHpOBATh BPEMECHHbBIE
PSLIBI JUIA QHATIU3a Pa3BU-
THS COLIMAJILHBIX U DKO-
HOMHWYECKHX SABJICHUH,
ONpE/IEIATh BUJl BPEMEH-
HOTO PsJ1a, BBICTATH €ro
KOMIIOHEHTBI 1 MOJEIIH-
pOBaTh C UCIOJb30BaHUEM
COBPEMEHHBIX HH(pOpMa-
LIMOHHBIX TEXHOJIOI Uit

[TKoc-2.3 Binagers:
METO0JIOTUEH U
HaBbIKAMH MPOBEICHUSA
aHaJIN3a JaHHBIX C UC-
1oJb30BaHueM UHGOp-
MaI[MOHHBIX TEXHOJIO-

Hasbixamu npoBeaeHus
aHanu3a pa3BUTHS COLIM-
aJIbHBIX M 9KOHOMHYE-
CKHUX sIBJICHUH (1polec-
COB) HA OCHOBE MO/ICJIH-
pPOBaHHUs BPEMEHHbBIX
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T'Hii B 00J1aCTH CeJlb-
CKOTI'0 XO03s5HCTBa, B
TOM YMCJIE€ YKOHOMHKH
CEJILCKOr0 X035iCcTBA

psI0B
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4. CTpyKTYypa H collep:KaHue JHUCIHUIIIHHBI

4.1 Pacnpenesienue TPYyA0EMKOCTH JUCHUIIMHBI 10 BUIaM padoT Mo ceMecTpam

O0uias Tpy10EMKOCTh JUCLMIUIMHBI cocTaBiisgeT 2,0 3a4eTHBIX eAUHUILBI (72 ya-
COB, B T.4. 4 4aca MPaKTHYECKOW MOJTOTOBKH), UX paclpeIe/IicHUue 10 BUIaM padboT u
10 CEMECTpaM IpeJICTaBICHO B Tabuie 2.

OYHASA ®OPMA OBYYEHUA

Tabnuua 2
PacnpejesieHne TPy10EMKOCTH IMCIMILIMHBI 110 BHIaM padoT Mo cemMecTpam
TpynoémMkocTn
" B 1.4. mo
Buj y4edHoii paboThl B::::E}* cemecTpam
Ne §
Ob0masi TpyA10EMKOCTb TUCHUILIUHBI 10 Y4EOHOMY IUIaHY 72/4 72/4
1. KonrakTHas padora: 48,25 48,25
AyauropHasi pabora 48/4 48/4
8 MOoM Hucie:
nexyuu (J1) 16 16
npaxmuyeckue 3auamus (113) 32/4 32/4
KOHMAaxkmuas paboma Ha npomexcymounom konmpoie (KPA) 0,25 0,25
2. CamoctosiTesbHast padora (CPC) 23,75 23,75
camocmosmenvihoe uzyuenue paz0enos, camonoo2omosKkda (npo-
pabomka u nosmopenue 1eKYuoHH020 Mamepuala u Mamepuaia 14.75 14.75
VUEOHUKOB U Y4eOHbIX NOCOOUT, N0020MOBKA K NPAKMUYECKUM ’ ’
3anAMUAM U m.0.)
Tloozomoska k 3a4émy (KoHmpo.iv) 9 9
By npoMe;KyTOYHOT0 KOHTPOJIS: 3a4ET C OLICHKOM
* B TOM 4YHCJIE MNpaKkTHYECKad MoAroToBKa
4.2 Conep:kanue TUCHUTLIHHBI
Tabnuua 3

TemaTnueckuii NJIaH y4eOHOH TMCIUILTHHBI

AynuTopHasi pabora | Bueayauro
Bcero J 113 IIKP pHasn

HaumeHoBaHMe pa3/ie/ioB H TeM
JHCHHMILIHH (YKPYHIHEHO)

padora CP
Paznen 1 Teoperuueckue acneKkTbl MOJICIU-
POBaHHs TMHAMUMECKUX PSIIOB ‘ 1 5 4 i 5
Section 1 Theoretical aspects of time series
modeling
Paznen 2 MoaenupoBaHue cTallMOHAPHBIX
BPEMEHHBIX PSIJIOB 24,75 6 10 - 8,75

Section 2 Stationary Time Series Modeling

Paznen 3 MoaenupoBanue HecTalMoHap-
HBIX BPEMEHHBIX PSiJIOB 25 6 14 - 5
Section 3 Non-stationary Time Series Mod-
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HaumeHoBaHue pa3ieioB H TeM Aynutopnas paGora_| Bueayauro
NMCHBNHH (yxpymHSHo) Bcero JI I3 IKP pHast
padora CP
eling
Paznen 4 BanuaupoBaHue U TECTUPOBAHUE
MO/IeJIM BPEMEHHOT'0 paja 1 5 4 i 5
Section 4 Validation and Testing of Time
Series Model
KoHrtakTHas paboTa Ha MPOMEKYTOUHOM
koHTposie (KPA) 0,25 i ) 0,25 )
HUTOro mo quciuninge 72 16 32 0,25 23,75

* B TOM YHCIIE MNpaKkTHYECKad MoAroToBKa

Pasnen 1. TeopeTuueckue acreKThl MOACIMPOBAHUS JUHAMUYECKHUX PSII0B

Section 1 Theoretical aspects of time series modeling

[ToHsiTHE BPEMEHHOTO psAJia. DIEMEHTBI 1 KOMIIOHEHTBI BpeMeHHoro psja. [o-
Ka3aTeIW aHaln3a BPEMEHHBIX PSA0B. ABTOKOPpENAIUsA. ABTOKOPPEISIIHOHHAS
GyHKIMS, e IPUMEHEHHUE /ISl ONPEICIICHUSI CTPYKTYPbl BPEMEHHOTO psijia.

TpeGoBaHUS K COTIOCTABUMOCTH BPEMEHHBIX PSOB. VICTOYHMKU OTEYECTBEH-
HBIC 1 3apyOeKHBIC ISl COCTABIICHUS BDEMEHHBIX PS/IOB.

MeTo/1bl BBISIBJICHUS U yJalCHUsl TPEHAOB U CE30HHOCTU. MeTo/bl criaxuBa-
Hus: CKOJB3SIIUE CpeTHUE, YKCIIOHEHIINATBHOE CTiaXuBaHue. JlekoMmo3umms Bpe-
MEHHBIX psAA0B: Pa3noskeHue psaa Ha TPEHJ, CE30HHYKO KOMIIOHEHTY M OCTaTOK.
JlubdepennmpoBanue: MeTon s yCTpaHEHUS TpPEHAA MYTEM B3STHS Pa3HOCTEH
MEXIY MOCJIe/I0BaTEIbHBIMU 3HAYCHUSMHU.

The concept of a time series. Elements and components of a time series. Indi-
cators of time series analysis. Autocorrelation. Autocorrelation function, its applica-
tion to determine the structure of a time series.

Requirements for comparability of time series. Domestic and foreign sources
for compiling time series.

Methods for identifying and removing trends and seasonality. Smoothing
methods: Moving averages, exponential smoothing. Decomposition of time series:
Decomposition of a time series into a trend, a seasonal component, and a remainder.
Differentiation: A method for eliminating a trend by taking differences between suc-
cessive values.

Pa3znen 2 MojaenupoBaH#e CTallTHOHAPHBIX BPEMEHHBIX PSI0B

Section 2 Stationary Time Series Modeling

OcHOBHBIC MOJIETH CTAIIMOHAPHBIX BPEMEHHBIX PSIOB: MOJICIIH aBTOPETPECCUU
AR, Mozenp ckoub3suero cpeaHero MA, moaens ARMA — U UX CTaTUCTUYECKHUE
cporictBa. Meton bokca-/lxenkunca [Iporno3upoBanue CTaliMOHAPHBIX BPEMEHHBIX
psaaoB. MHdpopmanmoHHbie KpUTEPUH BbIOOpA MOJEIHM CTAllMOHAPHOTO BPEMEHHOIO
psana. Tecta Ha aIeKBaTHOCTH BRIOpaHHOU MO1eH, Q-CTaTUCTHKH.

JIuHeiHas MoJeb Perpeccuu Jisl CTallMOHAPHBIX BPEMEHHBIX PsAJI0B, YCIOBHUS
I'aycca-MapkoBa. Mojenu pacnpejeineHnbix jgaro FDL u mozaens aBroperpeccuu-
pacrpeieICHHBIX JIAaTOB M UX CTAaTUCTUYECKHUE CBOWCTBA. Y PAaBHECHHUE JOJITOCPOUYHOU
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3aBUCUMOCTH U JIOJITOCPOYHBIC MYJIBTUILTMKATOPBI. DYHKIMSA UMITYJILCHOTO OTKJIMKA
Y €€ CBOMCTBA.

Basic models of stationary time series: autoregressive AR models, moving av-
erage MA model, ARMA model — and their statistical properties. Box-Jenkins meth-
od Forecasting stationary time series. Information criteria for choosing a model of a
stationary time series. Test for the adequacy of the selected model, Q-statistics. Line-
ar regression model for stationary time series, Gauss-Markov conditions. FDL dis-
tributed lag models and the autoregressive distributed lag model and their statistical
properties. Long-term dependence equation and long-term multipliers. Impulse re-
sponse function and its properties.

Pasnen 3. MoaenupoBaHue HeCTalMOHAPHBIX BPEMCHHBIX PSIJIOB

Section 3 Non-stationary Time Series Mod-eling

Moens BpeMEHHOIO psijia ¢ TPEHJ0M, yciioBus ['aycca-MapkoBa, uHTeprpe-
Tanuss Ko3GGUIMeHToB Moaenu. Buasl TpeHma: TUHEHHBIA, KBaJAPATUIHBIA, DKCIIO-
HCHIMAJIbHBIN. BpeMeHHbIC ps/ibl, CTALlMOHAPHBIE OTHOCUTEIBbHO TpeHaa (TS-psabl).
[IpoGnema noxxkHOM perpeccun s TS-psiaoB.

CnyyaitHoe OnyKaaHue U ero cpoiictBa. Onepauust B3sITUS KOHCYHOM pas3Ho-
CTH JIJISI BpEMEHHBIX psizioB, DS-Bpemennsie psaasl. Mogens ARIMA HecTanmoHapHo-
ro BpeMeHHoro psiga, SARIMA; Garch; TBATS; Prophet; NNETAR; LSTM.

[TpoOnema olleHMBaHUS JTUHEHHOM MOJEIN PErpeccHH i HEeCTallMOHAPHBIX
BPEMEHHBIX PS/IOB, MpoOiieMa JT0XKHOM perpeccun. KomHTerpupoBaHHBIE BPEMEHHBIC
psaasl. Mojenb KoppeKuuu ommnook. OeHuBaHHEe KOMHTETPUPOBAHHBIX BPEMEHHBIX
panoB. Meton WNoxauccena. Tect I paHKepa. Moaenb BEKTOPHOM aBTOPETPECCHM.

Time series model with trend, Gauss-Markov conditions, interpretation of
model coefficients. Types of trend: linear, quadratic, exponential. Time series sta-
tionary with respect to trend (TS series). The problem of spurious regression for TS
series.

Random walk and its properties. Finite difference operation for time series, DS
time series. ARIMA model of non-stationary time series, SARIMA; Garch; TBATS;
Prophet; NNETAR; LSTM.

The problem of estimating a linear regression model for non-stationary time se-
ries, the problem of spurious regression. Cointegrated time series. Error correction
model. Estimation of cointegrated time series. Johanssen method. Granger test. Vec-
tor autoregression model.

Pa3nen 4. BanmuaupoBaHue u TeCTUPOBAHUE MOJICITH BPEMEHHOTO pPsijia

Section 4 Validation and Testing of Time Series Model

[lemn m 3amaum BamuAMpPOBAaHUS W TecTUpoBaHUA. [loyeMy BaKHO MPOBEPSTH
TOYHOCTh MOJEIM? DTarbl MPOBEPKU MOACIA. METPUKH OLICHKH KayecTBa MOJCIIH:
cpennee abcomoTHoe oTkIoOHeHHE (MAE), cpemHekBagpaTHYHOE OTKJIOHEHHE
(RMSE), kospduument nerepmunanuu (R?), uadopmanmonnsie kpurepun (AIC,
BIC), npyrue metpuku (MAPE, MASE u np.).

TecTupoBaHue MOJEIM Ha TeCTOBOM BblIOOpKe. [IpuMeHeHne Mozienu K TecTo-
BBIM JlaHHBIM. PacueTr MeTpuK KauecTBa Ha OCHOBE INpejcka3aHuil. CpaBHeHUE pe-
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3yJIbTaTOB C 3TAJOHHBIM [TOKA3aTEIICM.

AHanm3 ocTaTkoB 1o Mojenu. [IpoBepka OCTaTKOB HA HOPMAJIBLHOCTh pacrpe-
nenenus. IIpoepka Ha orcytcTBHe aBTOoKOoppensuuu (Durbin-Watson test). Ananus
TUCTOTPAaMMBI U Tpadka OCTaTKOB.

ITepexpectHas mposepka (Cross-Validation). Kpocc-Banmpaiuss kak MeTOJ
yIydiieHus o0o0mamIeid cnocodoHoctr mMoaeau. Tumbl Kpocc-Bamuaanuu: k-fold,
leave-one-out. [IpuMeHeHre Kpocc-BaTuAAINN K MOJICIISIM BPEMEHHBIX PSIOB.

TecTbl Ha 3HAYUMOCTb MOJICJIM: TECTHl HA 3HAYUMOCTh KO3()(HULIMEHTOB MOJIe-
M, TECTHI Ha aJICKBaTHOCTh MOJIeTH (Hampumep, TecT JImkynra-bokca).

Goals and objectives of validation and testing. Why is it important to check the
accuracy of a model? Stages of model validation. Model quality assessment metrics:
mean absolute deviation (MAE), root mean square deviation (RMSE), coefficient of
determination (R?), information criteria (AIC, BIC), other metrics (MAPE, MASE,
etc.).

Testing the model on a test sample. Applying the model to test data. Calculat-
ing quality metrics based on predictions. Comparing results with a benchmark.

Analysis of residuals by model. Checking residuals for normal distribution.
Checking for the absence of autocorrelation (Durbin-Watson test). Analysis of the
histogram and residual plot.

Cross-validation. Cross-validation as a method for improving the generalizing
ability of a model. Types of cross-validation: k-fold, leave-one-out. Applying cross-
validation to time series models.

Tests for model significance: tests for the significance of model coefficients,
tests for the adequacy of the model (e.g., the Ljung-Box test).

4.3 Jlekuuu/ npakTuyecKkue 3aHATUS

Tabnuua 4
Conep:xkanue JieKUNH /MPAKTHYECKHUX 3AHATHI U KOHTPOJIbHbIE MEPONIPHSITHS
Ha3zBaumue pa3- Ne u Ha3BaHue JIEKLHH, Dopmupyemsbie B Lo
aena NPAKTHYECKHX 3aHATHI KOMIIETEHIIHH KOHTPOTILHOTO | BO
MEponpusTHs | 1acoB
Pasgean 1 Teope- | Jlekuus Ne 1. [TonaTHe, KoMI10-
THYECKHE acleK- | HEHThI U NT0Ka3aTellu aHauu3a
Thl MOJEJIHPOBA- | BDEMEHHOI'O psAja MKoc-2.1 2
Hus fuHamuye- | Lecture No 1. Concept, compo-
CKHX pS/IOB nents and indicators of time se-
Section 1 Theo- | ries analysis
retical aspects of | [13 Ne 1. ®opmuposanue u-
time series mod- | TenBbHOrO BPEMEHHOTO psijia C
eling HCII0JIb30BaHUEM OTEYECTBEH-
HBIX U 3apyOEKHBIX HCTOYHUKOB VK43 3alIMTa NpaK-
CTAaTUCTUYECKOU UH(DOPMALIMH. VK-9. 2’ TUYECKOH pa- 2
Pacuer u ananu3s nokasarenei ) 00TBI
BPEMEHHOI0 psijia
PC No. 1. Formation of a long
time series using domestic and
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Ha3zsaumue pa3-
aena

Ne y Ha3BaHHe JEKIHH,
NPAKTHYECKHX 3aHATHI

Dopmupyemsbie
KOMIIeTEeHIIHH

Bun
KOHTPOJIBHOT0
MeponpUsSTHS

Koa-
BO
qyacos

foreign sources of statistical in-
formation. Calculation and
analysis of time series indicators

[13 Ne 2. [TocTpoenue aBTOKOp-
pENSLMOHHON (PYyHKIIMH, OLICHKA
CE30HHOM M TPEHA0BOM KOMIIO-
HEHT

PC No. 2. Construction of auto-
correlation function, assessment
of seasonal and trend compo-
nents

YK-4.2,
VYK-4.3

3aIuTa MpaK-
TUYECKOH pa-
00TBI

Pa3zpen 2 Mojae-
JIHpOBaHHE CTa-
HHOHAPHBIX Bpe-
MEHHBIX PSII0OB
Section 2
Stationary Time
Series Modeling

Jlexnus Ne 2. Mopenu cramumo-
HApPHBIX BPEMEHHBIX PSIIOB: MO-
nenu aproperpeccuu AR, Mo-
JIeNb CKOJIB3SIIEr0 CPeAHEro
MA, mogens ARMA — ux cra-
TUCTUYECKUE CBONCTBA

Lecture No. 2. Models of sta-
tionary time series: autoregres-
sive models AR, moving aver-
age model MA, ARMA model -
their statistical properties

ITIKoc-2.1,
VK-9.2

I13 Ne 3. MopenupoBaHue Bpe-
MEHHOTO psAja C HOMOUILK) MO-
e AR(1)

PC No. 3. Modeling time series
using the AR(1) model

YK-4.2,
YK-4.3

3aluTa npaK-
TUYECKOH pa-
00TBI

[13 Ne 4. MopenupoBanue Bpe-
MEHHOTO psja ¢ IIOMOLIbI0 MO-
e MA(1)

PC No. 4. Modeling of time se-
ries using the MA(1) model

YK-4.2,
VYK-4.3

3aluTa Mnpak-
TUYECKOH pa-
00ThI

[13 Ne 5. MoaenupoBaHue Bpe-
MEHHOr0 psi/ila ¢ MOMOILIbI0 MO-
Aean ARMA(L,1)

PC No. 5. Modeling of time se-
ries using the ARMA(1,1) mod-
el

YK-4.2,
VYK-4.3

3alUTa MpaK-
TUYECKOM pa-
00T

Jlexknus Ne 3. JluneliHnas Monens
perpeccuu JUisi CTAlMOHAPHBIX
BPEMEHHBIX  PSJI0B, YCJIOBHS
I'aycca-MapkoBa. Mojenu pac-
NpEe/ICJICHHBIX JIATOB

Lecture No 3. Linear regression
model for stationary time series,
Gauss-Markov conditions.
Distributed lag models

ITKoc-2.1,
VK-9.2

[13 Ne 6. Ilocrpoenue moaenu
pacnpe/ieJICHHbIX JIaroB

VYK-4.2,
YK-4.3,

3aluTa Mnpak-
THUYECKOH pa-
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Ha3zsaumue pa3-
aena

Ne y Ha3BaHHe JEKIHH,
NPAKTHYECKHX 3aHATHI

Dopmupyemsbie
KOMIIeTEeHIIHH

Bun
KOHTPOJIBHOT0
MeponpUsSTHS

Koa-
BO
qyacos

PC No. 6. Construction of a dis-
tributed lag model

VYK-9.2,
YK-9.3

0OTEI

Jlekumsa Ne 4. YpasHeHue 110I1-
TOCPOYHOH 3aBUCUMOCTH U JI0JI-
rOCPOYHBIC MYJILTUIUIMKATOPDL.
@YHKIUS MMITYJIbCHOIO OTKIIH-
Ka U ee CBOMCTBA.

Lecture No. 4. The equation of
long-term dependence and long-
term multipliers. The impulse
response function and its proper-
ties.

[TKoc-2.1

Kontpoasnas pabora Nel
Test 1

TectupoBanue

Pasnen 3 Mope-
JIHPpOBaAHHE He-
CTAlIHOHAPHLIX
BpPEMEHHBIX psi-
0B

Section 3 Non-
stationary Time
Series Modeling

Jlexkuusa Ne 5. Mojenb BpeMeH-
HOI'0 psaa ¢ TPEHIOM, YCIIOBHA
["aycca-MapkoBa, unrepnpe-
Talus Ko3pPHUIUEHTOB MOJIEIN
Lecture No. 5. Time series mod-
el with trend, Gauss-Markov
conditions, interpretation of
model coefficients

[TKoc-2.1

I13 Ne 7. Beibop ¢opmbl TpeHaa
JUUT HECTAI[MOHAPHOTO psiia

PC No. 7. Selecting the trend
form for a non-stationary series

ITKoc-2.2,
ITKoc-2.3

3aluTa MpaK-
TUYECKOM pa-
00ThI

I13 Ne 8. Ananus u mojenupo-
BaHUE BPEMEHHOTI'0 psiJia, CO-
JIepIKaIIEero JIMHEHHBIN TPeH | Ha
a3bike Python

PC No 8: Analysis and Model-
ing of a Time Series Containing
a Linear Trend in Python

YK-4.2,
VYK-4.3

3aluTa MpaK-
TUYECKOH pa-
00TBI

Jlexnusa Ne 6. Monens ARIMA
HECTAallMOHAPHOI0 BPEMEHHOT 0
psaaa, SARIMA; Garch u jip.
Lecture No. 6. ARIMA model of
non-stationary time series,
SARIMA; Garch et al.

ITKoc-2.1

I13 Ne 9. TTocrpoenne GARCH-
MO/1eu Ha s3bike Python

PC No 9: Constriction of a
GARCH Model in Python

VYK-4.2,
VYK-4.3

3alUTa paK-
TUYECKOH pa-
00TbI

I13 Ne 10 ITocTpoenue amiu-
TUBHON U MYJIbTUTJIUKATUBHOM
MOJIEIH

PC No. 10 Construction of an
additive and multiplicative mod-
el

ITKoc-2.2,
I1IKoc-2.3

3alUTa paK-
TUYECKOH pa-
00TbI
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Ha3zsaumue pa3- Ne u HazBaHue JIEKLHH, Dopmupyemsbie B LS
o KOHTPOJILHOTO | BO
aena NPAKTHYECKHX 3aHATHI KOMIIeTEeHIIHH
MepoNpHUsITHs | 1aCOB
Jlexiusa Ne 7 ITpobGaema oteHu-
BaHMS JIMHEHHOU MOJIEJIH pe-
IPECCUU /ISl HECTAllMOHAPHBIX
BPEMEHHBIX PsiI0B, TpodIEeMa
JI0’KHOM perpeccuun [IKoc-2.1, )
Lecture No. 7 The problem of YK-9.2
estimating a linear regression
model for non-stationary time
series, the problem of spurious
regression
I13 Ne 11 ITocTpoenue mozaenu
B3dMMOCBA3H 110 IBYM HCCTallH- HKOC-2.2,
OHApPHBIM BPEMEHHBIM pPAaaM MKoc-2.3 3aluTa npak-
PC No. 11 Construction of a VK.9 2 ’ THYECKOMH pa- 2
model of interrelationship based VK-9. 3’ 00TBI
on two non-stationary time se- '
ries
?;);’I%)OHBH&H paborta Ne2 Tecrrposamme )
Paznen 4 Baau- | Jlexuus Ne 8. BanuaupoBanue u
AHPOBAHHE U TCCTHUPOBAHHUC MOACIIH BPEMCH-
TeCTHPOBAHME HOTO psjia [TKoc-2.1 4
MO/1eJIH Bpe- Lecture No. 8. Validation and
MEHHOI'0 psijia testing of the time series model
Section 4 Valida- | [13 Ne 12. [Iporuo3upoBanue mno [1Koc-2.2,
. . 3alIMTa NpaK-
tion and Testing | Mojenu ¢ MpeIMKTOPaMH [TKoc-2.3, TUECKOi Da- ’
of Time Series PC No. 12. Forecasting using a VYK-9.2, 50TLL b
Model model with predictors VK-9.3
[13 Ne 13. Beibop ontumanbHO#
MO/IEJIM HAa OCHOBE MEPEKPECT- [1Koc-2.2,
s 3alUTa MpaK-
HOH NPOBEPKH [TKoc-2.3, TUUECKOM Da- )
PC No. 13. Selection of the op- VK-9.2, 50ThI P
timal model based on cross- VK-9.3
validation
Tabmmma 5

l'[epeqeﬂb BONIPOCOB 1Jisl CAMOCTOATCIBHOI0O H3YYCHHUS TUCUHILJIHHBI

Ne pa3aeia H TEMbI

H3y4eHusi

Hepeqeub paccMaTpHBaEMbIX BOIIPOCOB /IJ11 CAMOCTOHATE/ILHOI'O

1. | Pasmen 1 Teopernue-
CKHe aCIeKThlI Moje-
JIMPOBAHHA THHAMH-
YeCKHX pAaoB

Section 1 Theoretical
aspects of time series

modeling

Cnenarp BbIBOJBI 10 [13 Ne 1 - 2, odopMuTh paboThl U MOArOTO-
BUTHCA K uX 3auure. [loaroroBurses nmo Bonpocam 1-10 (em. m. 3
noapasaena 6.1 «llepedyeHb BONMpOCOB, BHIHOCUMBIX Ha MPOMEKY-
TOYHYIO aTTECTALUIO (3a4YET C OLEHKO )»).

Draw conclusions on tasks PC 1-2, prepare the work and prepare for
its defense. Prepare for questions 1-10 (see paragraph 3 of subsec-
tion 6.1 “List of questions submitted for midterm assessment (credit
with grade)”) (YK-4.3, YK-9.3)

2. | Paspen 2 Mopeaupo-

Crenatp BeIBOABI 110 [13 Ne 3-6, opopMuTh paboThl U MOATOTOBHTh-
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Ne

Ne pa3jesia u TemMbl

Hepeqeﬂb paccMaTpHBA€MBbIX BONIPOCOB AJIH CAMOCTOATECJIbHOTO

n/n H3YYeHHs
BaHHE CTAMOHAPHBIX | Csl K UX 3allUTE, MOATOTOBUTHCS K KOHTPOJIbHOW pabore B ¢opme
BpeMEeHHbIX PSi/10B tecrupoBanua M3yuuts Bompockl 11-17 (cm. n. 3 noapaszaena 6.1
Section 2 Stationary | «IlepedeHb BOIPOCOB, BBIHOCHMMBIX Ha MPOMEKYTOYHYIO arrecra-
Time Series Modeling | 1uto (3a4eT ¢ OLIGHKOIT)»).
Draw conclusions on tasks PC No. 3-6, prepare the work and pre-
pare for its defense, prepare for the test in the form of testing. Study
questions 11-17 (see paragraph 3 of subsection 6.1 “List of questions
submitted for midterm assessment (credit with grade)”). (YK-4.3,
YK-9.3)
3 Paznen 3 Mopeaupo- | Caenars BeiBobI 1o 113 Ne 7-11, opopmuts paboThl U moaroTo-
BaHHME HECTAIMOHAP- | BUTHCA K MX 3alIMTE, OJATOTOBUTLCS K KOHTPOJIbHOM pabore B Gop-
HBIX BpeMeHHBIX psi- | Me TecTupoBanus. M3yunTs Bompockl 18-25 (cM. 1. 3 moapasnena
J10B 6.1 «IlepeueHnb BONPOCOB, BHIHOCUMbIX Ha NMPOMEKYTOYHYIO aTTe-
Section 3 Non- CTalMIO (3a4€T C OLICHKOM)»).
stationary Time Se- | Draw conclusions on PC No. 7-11, prepare the work and prepare for
ries Modeling its defense, prepare for the test. Study questions 18-25 (see para-
graph 3 of subsection 6.1 "List of questions submitted for midterm
assessment (credit with grade)"). (ITKoc-2.3, YK-4.3)
4 Pasnean 4 Baamaupo- | Cuenars BeiBoabl 1o 113 Ne 12, 13. I[ToaArotoBUThCS K A€I0BOM UTpe

BaHHE H TECTHPOBA-
HHE MOJeJIH BpCMEH-
HOIO0 psijia

Section 4 Validation
and Testing of Time
Series Model

1o Borpocam 26-36 (cM. 1. 3 moapasaena 6.1 «IlepeueHn BOMpocoB,
BBIHOCHMBIX Ha MPOMEKYTOUHYIO aTTECTALUIO (3a4€T C OLIEHKOM )»)
Draw conclusions on PZ No. 12, 13. Prepare for the business game
on questions 26-36 (see paragraph 3 of subsection 6.1 “List of ques-
tions submitted for midterm assessment (credit with grade)”) (ITKoc-
2.3, YK-4.3)

5. O0pa3oBaTesibHbIE TEXHOJIOTUH

Tabnuua 6

IIpuMeHeHHEe AKTHBHBIX H HHTEPAKTHBHBIX 00pAa30BaTEeIbLHbIX TEXHOJI0T Uil

No
n/n

Tema n popma 3aHATHS

HaumeHoBaHMe HCMOJIb3YEMbIX aK-
THBHBIX H HHTEPAKTHBHbIX 00pa3oBa-
TeJIbHBIX TeXHOJIOIHH

I13

1. [Toctpoenue GARCH-monenu Ha si3bike
Python

Constriction of a GARCH Model in Py-
thon

KommnbrorepHas cumyisius

2. | Ananu3 u MojaenupoBanue BpeMeHHoro | [13
psja, coaepKallero JMHEHHbIA TPEeH 1 Ha
a3bike Python

Analysis and Modeling of a Time Series

Containing a Linear Trend in Python

KommnbrorepHas cumyisius

3. | Beibop ontumanbHo#i Moaenu Ha ocHoBe | [13
NEepeKPecTHON NPOBEPKU
Selection of the optimal model based on

cross-validation

KomnmeepHaﬂ CHMYIJIALUA
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6. Telcyumi’l KOHTPOJIb YCIICBACMOCTH H NNPOMCKYTOYHAHA aTTECTAIIUA 110
HTOraM OCBOCHHHA NJHUCHHIIJIHHbI

6.1. TunoBbIe KOHTPOJIbHBIE 32ITaHUS WJIH HHbIE MAaTepHAJIbl, HEO0OX0AUMbIE 1JI
OLICHKH 3HAHUH, YMEHUN U HABBIKOB H (MJIH) ONBITA AeATEJIbHOCTH

1) IIpuMmepsl 3a1aHUH AJIS IPAKTHYECKON padoThI

PC No 8 « Analysis and Modeling of a Time Series Con-taining a Linear
Trend in Python» (koMnblOTepHAst CUMYJISIIIHA)
3agava:
Nmeetcst BpeMEHHOM psiJl, COAepyKauii TMHEWHBINA TpeH 1. HeoOxommumo:
1. 3arpy3uTh U BU3yaJIM3UPOBATH JaHHbIE.
2. TlpoBepuTh HAIMYKE TPEH/IA.
3. TlpeoOpa3oBarth psiji B CTAlMOHAPHBIA OTHOCHTEJILHO TPEH/IA.
4. TlocTpouTh U OIICHUTH MOJIEIb JJIS TPEOOPA30BAHHOTO PSJIA.
5. TlporHo3upoBaTh OyaylIHME 3HAYCHUS.
There is a time series containing a linear trend. It is necessary to:
1. Load and visualize the data.
2. Check for a trend.
3. Transform the series into a stationary one with respect to the trend.
4. Build and evaluate a model for the transformed series.
5. Predict future values.
Ilaru pemenus:
1. UmmopT HEOOXOTUMBIX OHMOINOTEK:
Solution steps:

1. Import the necessa
import pandas as pd
import matplotlib.pyplot as plt

‘rom statsmodels.tsa.stattools import adfuller

libraries:

1 statsmodels.graphics.tsaplots import plot_acf, plot_pacf
from statsmodels.tsa.arima.model import ARIMA

2. 3arpy3ka 1 BU3yaJIn3aiys JaHHbIX:

[Tpeanonoxum, uro y Hac ectb CSV-(aiiin ¢ BpeMEHHBIM psIOM. 3arpykaeMm ero u
cTpouM Tpaduk:

2. Loading and visualizing data:

Let's assume we have a CSV file with a time series. We load it and plot a graph:

data = pd.read csv('timeseries data.csv', index col='Date', parse dates=True)

.figure(figsize=(12, 6))

.plot(data[ 'Value'], label='Original Series')
.title('Original Time Series')
.xlabel('Time")

.ylabel('Value")

.legend()

.show()

3. [IpoBepka HaNMU4Ms TPEHAA:
Hcnonbszyem tect uku-Dysuiepa uis IPOBEPKH HAJTMUMSI TPEH 1a:
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3. Checking for a trend:

We use the Dickey-Fuller test to check for a trend:
def test_stationarity(timeseries):

dftest = adfuller(timeseries, autolag='AIC')

print("ADF Statistic: %f" % dftest[0])
print("p-value: %f" % dftest[1])
orint("Critical Values:")
* key, value in dftest[4].items():
print("\t%s: %.3f" % (key, value))

if dftest[1] < 0.05:

print("Pag ABnAeTcA cTauuoHapHbM.")
els

orint("Paa He ABnNAeTCA CTauMOHapHbLIM.")

test stationarity(data['value'])

4. TIpeoOpa3oBaHue psijia B CTALIMOHAPHBINA OTHOCUTEIBHO TPEH/IA:

Ecnu psin He SIBISIETCS CTAIIMOHAPHBIM, YIATISIEM TPEHT ¢ TIOMOIIIBIO TIEPBOI Pa3HOCTH:
4. Transforming the series into a stationary series with respect to the trend:

If the series is not statlon , remove the trend using the first difference:
if dftest[1] >= ©.65
transformed series = data[ 'Value'].diff().dropna()

transformed_series = data[ 'Value']

.figure(figsize=(12, 6))
.plot(transformed_series, label='Transformed Series')
.title('Transformed Time Series')
.xlabel('Time")
.ylabel('value")
.legend()
.show()
5. IlocTpoeHue u OIieHKa MOJIEITH IS TPeoOpa30BaHHOTO psIa:
Onpenenum nopsiiok Moaenn ARIMA u noctpoum eé:
5. Construction and evaluation of the model for the transformed series:

We will determine the order of the ARIMA model and construct it:
plot_acf(transformed_series, lags=20)

plt.show()

plot_pacf(transformed_series, lags=20)

plt.show()

model = ARIMA(transformed series, order=(1, 1, 1))
fitted model = model.fit()
print(fitted_model.summary())

6. [IporaosupoBanue Oyaymux 3HAYCHUN:
CrenaeM MPOrHo3 Ha HECKOJIBKO I11aroB BICPE/I:
6. Forecasting future values:

Let's make a forecast several steps ahead:
forecast = fitted model.forecast(steps=10)

print(forecast)
[Tonue Ko1:
Full code:

21



import pandas as pd

import matplotlib.pyplot as plt

from statsmodels.tsa.stattools import adfuller

from statsmodels.graphics.tsaplots import plot_acf, plot_pacf
from statsmodels.tsa.arima.model import ARIMA

data = pd.read csv('timeseries data.csv', index col='Date', parse dates=True)

.figure(figsize=(12, 6))

.plot(data[ 'Value'], label='Original Series')
.title('Original Time Series')
.xlabel('Time")

.ylabel('value")

.legend()

.show()

test_stationarity(timeseries):
dftest = adfuller(timeseries, autolag='AIC')

print("ADF Statistic: %f" % dftest[@])

print("p-value: %f" % dftest[1])

print("Critical Values:")

for key, value in dftest[4].items():
print("\t%s: %.3f" % (key, value))

if dftest[1] < ©.05:

print("Pag ABnAeTcA cTauuoHapHbM.")
else:

print("Pap He aABnaAeTcA cTaumoHapHbM. dftest[1] >= 0.05:
transformed series = data[ 'Value'].diff().dropna()

transformed_series = data[ 'Value']

.figure(figsize=(12, 6))

.plot(transformed series, label='Transformed Series')
.title('Transformed Time Series')

.xlabel('Time")

.ylabel('value")

.legend()

.show()

plot_acf(transformed_series, lags=20)
plt.show()
plot_pacf(transformed_series, lags=20)
plt.show()

model = ARIMA(transformed_series, order=(1, 1, 1))
fitted model = model.fit()
print(fitted_model.summary())

forecast = fitted model.forecast(steps=10)
print(forecast)

PC No 9 « Constriction of a GARCH Model in Python » (komnbioTepHas
CHUMYJISILIUA)




3apava: uMmeeTcs BPEMEHHOM DS, COJEpXKaluil TPCHIOBYIO KOMIIOHEHTY.
Tpebyetcs noctpouts GARCH-Moaens BpeMeHHOT0 psija.
[ar 1: UMnopT HeoOX0AMMBIX OUOIHOTEK
The task: There is a time series containing a trend component. It is required to build a
GARCH model of the time series.
Step 1: Importing the required libraries
im t pandas as pd
import numpy as np

1 statsmodels.tsa.arima.model import ARIMA
From arch import arch_model

[IIar 2: 3arpy3ka 1 TOATOTOBKA TAHHBIX
B sroMm npriMepe MbI OyzieM paboTaTh ¢ HCKYCCTBEHHO CO3/IaHHBIM BPEMEHHBIM PSJIOM.
Step 2: Load and prepare data

In this example, we will work with an artificially created time series.

np.random.seed(42)
data = np.random.normal(size=1 ) + np.cumsum(np.random.normal(scale=0.01, size=1¢
df = pd.DataFrame(data, columns=['value'])

[IIar 3: IIpoBepka cTalMOHAPHOCTH BPEMEHHOTO Psijia

[Ipexne wem ctpouth GARCH-monenb, HeoOX0auMo yOeauThCs, YTO BPEMEHHOM psijl
SBIISICTCSI CTAlMOHAPHBIM. /{111 aTOoro ucnomns3zyem tect Juku-Pymiepa (ADF).

Step 3: Checking the stationarity of the time series

Before building the GARCH model, we need to make sure that the time series is station-
ary. To do this, we use the Dickey-

Fuller (ADF) test.

from statsmodels.tsa.stattools import adfuller

def test stationarity(timeseries):

result = adfuller(timeseries, autolag='AIC')

print(f'ADF Statistic: {result[@]}")
print(f'p-value: {result[1]}")

for key, value in result[4].items():
print('Critial Values:")
print(f' {key}, {value}')

test stationarity(df['value'])

Ecnu p-3nadyenue tecta mensie 0.05, To BpEMEHHOHN psJl CUUTACTCS CTAlMOHApHBIM. B
MPOTUBHOM CJIy4ae €ro Hy)KHO MpeoOpa3oBaTh K CTAIIMOHAPHOMY By, HAIIPUMED, ITy-
TEM B3STHS Pa3HOCTEH.

If the p-value of the test is less than 0.05, the time series is considered stationary. Other-
wise, it must be transformed to a stationary form, for example, by taking differences.
[Iar 4: ITpeobpa3zoBaHure BpPEMEHHOTI'O psijia K CTAlMOHAPHOMY BUIY

[Tpeamnonoxum, 4To HAIl BpDEMEHHOM Psi/T OKa3alIcsi HeCTAMOHAPHBIM. TOr/Ia MBI MOYKEM
B3STh [EPBYIO Pa3HOCTb:

Step 4: Transform the time series to stationary form

Assume that our time series is non-stationary. Then we can take the first difference:

stationary data = df['value'].diff().dropna()
TCHCpb MPOBECPACM CTALTHOHAPHOCTE HOBOT'O psAia:
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Now we check the stationari; of the new series:

test stationarity(stationary data)

[ar 5: I[Toctpoenne GARCH-monenu

[Tocne Toro Kak Mbl yOCIMIUCH, YTO BPEMEHHOU PSIJT CTal CTAIHOHAPHBIM, MOKHO TIO-
ctpoutb GARCH-mozemb.

Step 5: Building a GARCH Model

Once we have verified that the time series has become stationary, we can build a
GARCH model.

model = arch_model(stationary data, mean='Zero', vol='GARCH', p=1, g=1)
fitted_model = model.fit(disp="off")

print(fitted_model.summary())
[Ilar 6: [Tporrno3upoBaHue BOJIATUIFHOCTH
Hcrnonb3yst OCTPOCHHYIO MOJIEIIb, MOYKHO ITPOTHO3UPOBATh YCIOBHYIO BOJATHIBHOCTD

Ha HECKOJILKO MITaroB BIIEPE].
Step 6: Forecasting Volatility
Using the constructed model, it is possible to forecast conditional volatility several steps

ahead.

forecasts = fitted model.forecast(horizon=10)

volatility forecast = forecasts.variance.values[-1]
print(volatility forecast)

PC No 13 «Selection of the optimal model based on cross-validation»
(kOoMIBbIOTEPpHANA CUMYJIALUSA HA A3bIKe R)

3agaya: BeIOpaTh ONTHUMAJIbBHYIO MOJIEJIb CTOUMOCTH OUTKOMHA U3 IOCTPOCH-
HBIX paHee mojeneit M4, M5 u M12. JIns onucanus kadecTBa ITUX MOJEIEH HC-
nosap30Barh ABe MeTpuku: MAPE u nokpeitue. 1 ynpoliueHus 3ajadu npeamnoso-
KUM TaKKe, 4TO HaC MHTEPECyeT KaueCcTBO MPeACKa3aHuil B nejaoM s 90— 1HeBHOTO
MIPOTHO3HOT'O TOPU30HTA (T.€. HAM HEMHTEPECHBI OTACIIBHBIC 1aThl ITOTO TOPU30HTA).
Paccuutaem 00e MeTpuKH KavyecTBa IS KAKI0H U3 MOIe/Ieli—KaHIUaTOB:

Task: select the optimal bitcoin price model from the previously constructed
models M4, M5, and M12. To describe the quality of these models, use two metrics:
MAPE and coverage. To simplify the task, let's also assume that we are interested in
the quality of predictions as a whole for a 90-day forecast horizon (i.e., we are not in-
terested in individual dates of this horizon). Let's calculate both quality metrics for

each of the candidate models:
M4 cv <- cross_validation(M4, initial = 730,
period = 180,
horizon = 90,
units = "days")
M5 _cv <- cross_validation(MS5, initial = 730,
period = 180,
horizon = 90,
units = "days")
MI12 cv <- cross_validation(M12, initial = 730,
period = 180,
horizon = 90,
units = "days")
M4 perf <- performance_metrics(M4 _cv,
metrics = ¢("mape", "coverage"),
rolling_window = 1)
MS5_perf <- performance_metrics(M5_cv,

"won

metrics = ¢("mape", "coverage"),
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rolling_window = 1)

MI12_perf <- performance metrics(M12_cv,
metrics = ¢("mape", "coverage"),
rolling_window = 1)

M4 perf

## horizon  mape coverage

## 1 90 days 0.03214045 0.2851852

M5 _perf

## horizon  mape coverage

## 1 90 days 0.03717749 0.462963

M12_perf

## horizon  mape coverage

## 1 90 days 0.02347762 0.637037

Kak Bugum, M12 nyumie apyrux mojeneid mo oO0erM BBEIOpaHHBIM METPUKAM
KayecTBa. JTO MOXHO BHJIETh TAK)K€ U3 IpaMKOB, MOCTPOCHHBIX C MOMOILBIO (PYHK-
num plot cross validation metric()

As we can see, M12 is better than other models in both selected quality met-
rics. This can also be seen from the graphs plotted wusing the

plot cross validation metric() function.
M4 cv_plot <- plot_cross_validation_metric(M4 _cv,
metric = "mape",
rolling_window = 0.1) +
ylim(c(0, 0.15)) + ggtitle("M4")

M5 _cv_plot <- plot_cross_validation_metric(M5_cv,
metric = "mape",
rolling_window = 0.1) +
ylim(c(0, 0.15)) + ggtitle("MS5")

MI12 cv_plot <- plot_cross_validation_metric(M12_cv,
metric = "mape",
rolling_window = 0.1) 4
ylim(c(0, 0.15)) + ggtitle("M12")

gridExtra::grid.arrange(M4 _cv_plot, M5 _cv_plot, M12_cv_plot, ncol = 3)

M4 M5 M12
0.15- 0.15- 0.15-
® 0.10- ® 0.10- ® 0.10-
Q =8 Q
© @ ]
€ 0.05- f/,_/\ € 0.05- / € 0.05- _/_/-——~—/
000- ] ] ] " 000- ] ] ] ' 000 k ' " ] 1
0 25 5 75 0 25 5 75 0 25 5 75
Horizon (days) Horizon (days) Horizon (days)
Nmeercst m mpoBepouHbld HAOOp AaHHBIX — bitcoin test . [locmoTpum, Kak

BBIOpaHHAss HAMHU ONTUMalIbHas Mojaesb M12 cpaboTaeT Ha ATOW NMPOBEPOYHON BbI-
oopke. Ha pucyHke mpencTaBieHbl 00y4YarONIie JTaHHbIE (YepHBIC TOYKHU; JUIS Y100-
CTBa INOKa3aHbl HaOMOAeHUS TOJIBKO 32 2019 1.) M UCTHHHBIC 3HAYCHHUSI CTOUMOCTH
OWTKOWHA B MPOTHO3HOM Iepuoje (KpacHble TOUKK). ['omybas crutoniHas JUHUS Ha
3TOM TrpaduKe COOTBETCTBYET NPEICKAa3aHHBIM MOJEIbIO 3HAYCHUSIM, a CBETJIO—
rony0as mosioca BOokpyr Hee — 80%—HOU MOBEpUTETHLHON 00IaCTH TpeICcKa3aHHbBIX
3HAYCHUI:

There is also a test data set — bitcoin test . Let's see how the optimal M12
model we chose works on this test sample. The figure shows the training data (black
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dots; for convenience, only observations for 2019 are shown) and the true values of
the bitcoin price in the forecast period (red dots). The blue solid line in this graph cor-
responds to the values predicted by the model, and the light blue band around it cor-

responds to the 80% confidence region of the predicted values:
plot(M12, forecast M12) +
coord_cartesian(xlim = ¢(as.POSIXct("2019-01-01"),
as.POSIXct("2019-08-24"))) +
geom_point(data = bitcoin_test,
aes(as.POSIXct(ds), y), col = "red")

Jan Apr Jul
ds

XoTs BbIOpaHHAsE HAMU B KAYECTBE ONTUMATBHONU MOens M 12 He cmoruia mpa-
BWJIBHO TPEJCKa3aTh HEKOTOPHIC JIOKAIbHbBIE KOJIEOaAHHUSI CTOMMOCTH OUTKOMHA B IPO-
THO3HOM TIEPHOJIC, B IIEJIOM OHA Jajia HETUIOXOW Pe3yJIbTaT: OOIBIIMHCTBO HCTHHHBIX
3HAYCHUH CTOMMOCTHU OKa3anoch B npezenax 80%—HoMi JOBEPUTEIbHOMN MOJIOCHI.

Although the M12 model we chose as the optimal one was unable to correctly
predict some local fluctuations in the Bitcoin price during the forecast period, overall
it gave a good result: most of the true price values were within the 80% confidence
band.

2) [lpumepHoe 3aj1aHKe 1/ MPAKTHYECKOH MOATOTOBKH

ITocTpoenne u oneHKa MPOrHO3HOM MOJIe/IH IeH HA NMIIEHHIY ¢ HCIMO0JIb30-
BaHuem MeTo10B MW Ha ocHOBe peajibHBIX ArpoO3IKOHOMHYECKHX BPeMeEHHBIX
PS10B

Building and Evaluating an Al-Based Forecasting Model for Wheat Prices
Using Real Agro-Economic Time Series

Iean: Ha ocHOBe peanbHBIX JaHHBIX PeaTn30BaTh, IPOTECTUPOBATH U HHTEP-
MPETUPOBATh JBE MPOTHO3HbBIC MOJIEIIN — KJIACCHYECKYI0 U OCHOBaHHYIO Ha METOAaX
MCKYCCTBEHHOI'O MHTEIUICKTa — C HCIOJIb30BAaHUEM $3bIKa MPOrPaMMHUPOBAHUS
Python (unu R). Bce atambr paGoTel 0QOpMISIOTCS Ha aHTIUHUCKOM SI3BIKE (B TOM
YHCJIC MOSICHEHUS, KOMMECHTApUHU U OTYET).

Objective: Using real-world data, implement, test, and interpret two forecast-
ing models—one classical and one based on artificial intelligence—using the Python
(or R) programming language. All stages of the assignment must be documented in
English (including explanations, code comments, and the final report).
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Ilopsinok BbINOJIHEHHS:
[. Ilony4yeHue TaHHBIX
A. Haligute U 3arpy3uTe OTKPBITBIA BpeMEHHOM psij (Hanmpumep, Ha caiitax FAO,
Bcemupnoro 6anka unn USDA), comepxanuii exxeMecsiuHbIe UIN €KEKBApTallb-
HBIC JIAHHBIC 110 [IEHAM Ha MIICHULY (WU APYToH CelIbCKOXO03iCTBEHHBIA TOBAP)
3a iepuos He meHee 10 ser.
Kpatko o0ocHy#iTe BEIOOp MaHHBIX (2—3 TIpeaIoKeHUS HAa aHTTTUUCKOM SI3BIKE).
Pa3BeouHblil aHaIu3 ¥ npeaBapuTeIbHas oOpaboTka (45 MHH)
[TocTpoiiTe rpaduku psina (TpeH I, CE€30HHOCTh, H3MEHYUBOCTH ).
[IpoBepbTe psil Ha CTAUMOHAPHOCTH ¢ noMolbo TecToB ADF min KPSS.
[Tpu HEOOXOMUMOCTH MPUBEIUTE PST K CTAllMOHAPHOMY BUAY (Jlorapudmupo-
BaHue, 1u¢depeHIUpOBaHUE U T.11.).
G. 3aduxcupyiiTe BHIBOJBI HAa aHTJIMMCKOM SI3BIKE.
II. ITocTpoenue Mozenen
A. Tlocrpoute nBe Mmoaenu:
a) Kiaccuueckyro cratucthueckyr Mojelb (Hanpumep, ARIMA  wnum
SARIMA)
b) Mozens Ha ocHoe MeToioB MU (nanpumep, LSTM, Prophet nnu Random
Forest ¢ maroBeIMu epeMeHHBIMH )
B. Wcnons3yiite 6ubnuoreku: statsmodels, sklearn, prophet, tensorflow / keras u
7p.
C. JloGaBbTe KOMMEHTAPHUH K KOY U KPAaTKUE MOSICHEHUS HA aHTJIMIACKOM SI3bIKE.
III. Banupanus u cpaBHEHUE MOJIENIEH
A. Pa3nmenute maHHbIe Ha 00YYAIOIIYI0 M TECTOBYIO BBIOOPKH.
B. Ouenute 06e moaenu no merpukam: RMSE, MAE, MAPE.
C. IlpoBemute aHAMM3 OCTATKOB JUJIST KJIIACCHYECKOW MOJenu (TIpoBepka Ha aBTO-
Koppessuuio — tect JIbtonra—bokca ninm J{apouna—Yorcona).
D. CpaBHuTe Momenu: Kakas TOYHEE, MPOIIEC B WHTEPIpPETAINH, ObICTpee 00yda-
ercs? ObocHy#TE BBIOOD.
IV. Odbopmiierne 0T4€Ta U BRIBOJIOB
A. TloaroroBeTe KpaTkui OTYET (1—2 cTpaHUIBI Ha AHTVIMMCKOM SI3BIKE), BKIIIO-
YAKOIUN:
a) [TocTtanoBky 3amaun
b) Onucanue UCTOYHUKA U XapaKTEPUCTUK JTaHHBIX
¢) Meromomnoruto (Kakue MOJIeNIA UCTIOJIB30BAHBI U TTIOYEMY )
d) OcHOBHBIE pe3yJIbTAaThl U CPABHEHHE MOJICIICH
¢) Orpanndenuss pabOThl W BO3MOXKHBIC YIYUIIEHHUS C Hcnoib3oBanuem WU
(Harpumep, aHcamOJu, attention-MeXxaHU3MBbI U JIp.)
Procedure:
I. Data Acquisition
A. A. Find and download an open-access time series dataset (e.g., from FAO, the
World Bank, or USDA) containing monthly or quarterly wheat prices (or another
agricultural commodity) covering at least 10 years.
B. B. Briefly justify your data choice (2-3 sentences in English).
C. II. Exploratory Data Analysis and Preprocessing (45 min)

MO0
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D. C. Plot the time series (trend, seasonality, volatility).
E. D. Test the series for stationarity using the ADF or KPSS tests.
F. E. If non-stationary, transform the series to achieve stationarity (e.g., via log
transformation, differencing, etc.).
G. F. Record your conclusions in English.
I1. Model Development
A. Build two models:
a) A classical statistical model (e.g., ARIMA or SARIMA)
b) An Al-based model (e.g., LSTM, Prophet, or Random Forest with lagged fea-
tures)
B. Use libraries such as statsmodels, sklearn, prophet, tensorflow/keras, etc.
C. Include English-language comments in your code and brief explanatory notes.
[11. Model Validation and Comparison
A. Split the data into training and test sets.
B. Evaluate both models using the following metrics: RMSE, MAE, and MAPE.
C. Perform residual diagnostics for the classical model (test for autocorrelation us-
ing the Ljung—Box or Durbin—Watson test).
D. Compare the models in terms of accuracy, interpretability, and training speed.
Justify your conclusions.

V. Report Writing and Conclusions
A. Prepare a concise report (1-2 pages in English) that includes:
a) Problem statement
b) Data source and description
c¢) Methodology (models used and rationale)
d) Key results and model comparison
e) Limitations of the study and potential Al-driven improvements (e.g., ensemble
methods, attention mechanisms, etc.)

3) TecTbl sl TEKYHIEr0 U MPOMEKYTOYHOI0 KOHTPOJIS 3HAHHH 00yualo-
uxcs
Kourpouasbuas padora Nel. «MoaeupoBanue CTalMOHAPHBIX BPEMEHHBIX PH-
JA0B»
1. Yto Takoe cTANMOHAPHBIH BpeMeHHOH psaa?
a) Psim, B KOTOpOM 3HAUEHHS OCTAIOTCS MOCTOSSHHBIMU BO BPEMEHH.
b) Psiz, B KOTOpOM MaTeMaTHYECKOE OKHIaHUE U JIUCTIEPCHS MEHSIOTCS BO BPEMCHH.
c) Pao, 6 komopom mamemamuueckoe odxrcudanue u OUCnepcusi 0Cmaromcs Heu3mMeH-
HBIMU 60 BPEMEHLL.
d) Psin, B kOTOpOM BCe 3HAYEHUSI PAaBHBI HYIIO.
2. Kak Ha3biBaeTcs MoOJejlb, KOTOPasi OMUCHIBAET 3aBUCHMOCTh TEKYyLIero 3Ha-
YeHUsS] BPEMEHHOI0 Psiia 0T ero npeAbLIyluuX 3HAYeHH i ?
a) Mojenb ckonp3siero cpeasero (MA)
b) Mooenv asmopezpeccuu (AR)
¢) Monenrs ARMA
d) Moaens GARCH
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3. Kakoii TN MOJeJIH HCIOJIb3YeTCH AJIS ONUCAHUSA BPEMEHHOI0 psiAa, ecliu OH
3aBUCHT KAaK OT CBOMX NpeIbIAYIIUX 3HAYEHHI, TAK U OT NpeablAyIuX omuooK?
a) Mogaens AR

b) Moaens MA

c) Mooenv ARMA

d) Mogens ARCH

4. KakoBa ocHOBHasl 1e/ib NMpUMeHeHHUsI MeTo/1a Tu(pdepeHIIUPOBAHUS K Bpe-
MEHHOMY psiay?

a) Cnenats psg 6051ee CI0KHBIM.

b) Yempanums mpeno u coenamo psio cmayuoHapHuiM.

¢) YBENUYUTh TUCTIEPCHUIO PATIA.

d) Haiitu onTuMaibHyIO JUIMHY OKHA JUIS CKOJIB3SIIEH CpeaHe.

5. Urto noka3sbiBaeT apTokoppeasinnontasi pyukuus (ACF)?

a) Koppensiuuio Mex1y TeKyIUMHU ¥ OyIyIIMMU 3HAYEHUSIMU BPEMEHHOTO psijia.

b) Koppenayuio mexcoy mexywum u npeovloyuyumu 3Ha4eHUIMu 8pemMeHHo20 psaod.
¢) Koppensuuro Mex 1y omimOkaMu MOICIH.

d) Jlucriepcuio BpEMEHHOTO psia.

6. Kakyro pyHKIMIO HCIIOJIB3YIOT [IJIs1 ONpeesieHus nopsiaka moaeau AR?

a) ACF

b) PACF

c) CCF

d) PDF

7. UTo o3HavaeT noHsiTue "0eabiid mym'?

a) Cayuatinvle owWUOKU C HYIEBbIM CPEOHUM U NOCMOSAHHOU Oucnepcuet, He3asucu-
Mule Opye om opyeaa.

b) [locTosiHHBIE 3HAUEHUS] BO BPEMEHH.

¢) 3aBUCUMOCTb TEKYUIUX 3HAYCHUI OT MPEAbIAYIIHUX.

d) Hanuuue TpeHaa B psje.

8. KakoBo ocHOBHOe pasjinune Me:k1y Moaeabio AR u moaeano MA?

a) B mooenu AR yuumsiearomcs mojibko npeovloyujue 3HaueHus psaod, ad 8 mMooeu
MA — monvko npedvldywue owiubKu.

b) B momgenun AR yuuMTBIBAIOTCS TOJIBKO MPEABIAYIINAE OMHUOKHA, a B Moaean MA —
TOJILKO TIPEABIAYIIUE 3HAUCHUS PAA.

¢) O6e MoAe/H YUUTHIBAIOT U NIPEABIAYLIME 3HAYCHUS PAAA, U IPEABLIYIIHE OMIUOKY.
d) Het pa3uuiibl Mex Iy dTUMU MOJETSIMH.

9. Kakoe ycioBHe J0JI’KHO BBINOJHATHCH AJs1 TOro, YTo0bl Moaeab AR Oblia
CTAallMOHAPHOM ?

a) Bce kopnu xapaxmepucmuuecko20 ypasHeHus 00JIHCHbL HAX0OUMbCA 6HYMPU eOu-
HUYHO2O0 Kpyed.

b) Bce kopHM XapaKTEpUCTHUYECKOIO YPaBHEHMS JIOJDKHBI HAXOJAMTHCS BHE €JIMHUY-
HOTO Kpyra.

¢) Bce KopHHM XapakTEepUCTUUECKOr0 YpaBHEHUs 10JKHBI ObITh PaBHbBI HYJIIO.

d) Bce kopHH XapaKTEepUCTUYECKOTO YPAaBHEHUS TO/DKHBI OBITHh KOMIUIEKCHBIMH YHC-
JIaMH.
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10. Kakne MeTpHKH MCIOJIB3YIOTCS VIS OLEHKH KavyecTBa MO/eJH BPeMEHHOI0
psiaa?

a) RMSE, MAE, MAPE

b) AIC, BIC

c) ACF, PACF

d) Tonvko a) u b)

Test No 1. "Stationary Time Series Modeling "

1. What is a stationary time series?

a) A series in which the values remain constant over time.

b) A series in which the mathematical expectation and variance change over time.

c) A series in which the mathematical expectation and variance remain unchanged
over time.

d) A series in which all values are zero.

2. What is the name of the model that describes the dependence of the current
value of a time series on its previous values?

a) Moving average (MA) model

b) Autoregressive (AR) model

¢) ARMA model

d) GARCH model

3. What type of model is used to describe a time series if it depends on both its
previous values and previous errors?

a) AR Model

b) MA Model

c¢) ARMA Model

d) ARCH Model

4. What is the main purpose of applying the differentiation method to a time se-
ries?

a) To make the series more complex.

b) To eliminate the trend and make the series stationary.

¢) To increase the variance of the series.

d) To find the optimal window length for the moving average.

5. What does the autocorrelation function (ACF) show?

a) Correlation between current and future values of the time series.

b) Correlation between current and previous values of the time series.

¢) Correlation between model errors.

d) Dispersion of the time series.

6. Which function is used to determine the order of an AR model?

a) ACF

b) PACF

¢) CCF

d) PDF

7. What does the term "white noise' mean?

a) Random errors with zero mean and constant variance, independent of each other.
b) Constant values over time.
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¢) Dependence of current values on previous ones.

d) Presence of a trend in the series.

8. What is the main difference between the AR model and the MA model?

a) The AR model takes into account only the previous values of the series, while the
MA model takes into account only the previous errors.

b) The AR model takes into account only the previous errors, while the MA model
takes into account only the previous values of the series.

¢) Both the models take into account both the previous values of the series and the
previous errors.

d) There is no difference between these models.

9. What condition must be satisfied for the AR model to be stationary?

a) All roots of the characteristic equation must be inside the unit circle.

b) All roots of the characteristic equation must be outside the unit circle.

¢) All roots of the characteristic equation must be zero.

d) All roots of the characteristic equation must be complex numbers.

10. What metrics are used to evaluate the quality of a time series model?

a) RMSE, MAE, MAPE

b) AIC, BIC

c) ACF, PACF

d) Only a) and b)

KounTtpoabnasi padora Ne 2. «Mojae/inpoBaHne HECTALIMOHAPHBIX BPEMEHHbIX psi-
J0B»

1. YUTo Takoe HeCTALIMOHAPHBIH BpeMeHHOM psia?

a) BpeMeHHOI psijl, KOTOPBIM UMEET NOCTOSIHHYIO CPEIHIOK U JUCIICPCUIO BO BpEMe-

HU.

b) BpeMeHHO# psiji, y KOTOPOro Cpe/iHee 3HaYCHHUE U JIUCTIEPCHSI MEHSIIOTCS CO BpeMe-

HEM.

¢) BpeMeHHOI psiji, y KOTOPOro KOPPESILIMOHHAsL CTPYKTYPa MEHSECTCS CO BDEMEHEM.

d) Bce svluienepeuuciertoe.

2. Kakasi onepanusi o3BoJjsierT cae/iaTb HeCTALMOHAPHBIH BpeMeHHOH psija cra-

HHMOHAPHBIM?

a) B3satue norapudma.

b) Pa3znenenne Ha TPEHOBYIO KOMIIOHEHTY.

¢) Bzamue nepsoti paznocmu.

d) [Ipumenenue punprpa Kanmana.

3. Kakoii TecT ucnosib3yercs AJis NPOBEPKU CTAMOHAPHOCTH BPEeMEHHOTr o psija?

a) Tect Konmoroposa-CmupHoBa.

b) Tecm Huxu-@ynnepa (ADF).

¢) Tect Jlunnuedopca.

d) Tect Manna-YurtHu.

4. [Toyemy Ba’KHO NPOBEPATH CTALMOHAPHOCTH BPEMEHHOI0 pPsiia nepex Moaeu-

poBaHuem?

a) YroOsl n30exkaTh J0KHBIX BBIBOJIOB O HATMYMH CE30HHOCTH.

b) UtoObI rapaHTUPOBATh YCTONYMBOCTD MTApAMETPOB MOJIETIH.
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¢) YToObl yIy4IIUTh TOYHOCTH MPOTHO30B.

d) Bce eviuienepeuucnentvie npuiuHbsl.

5. Kakue KOMIOHEHTHI 00bIYHO BbIC/ISIIOT B PA3/10KEHUH BPEMEHHOro psijia?
a) TpeHmoBast KOMIIOHEHTA U IITyMOBAast KOMIIOHEHTA.

b) Ce30HHass KOMIIOHEHTA U LIMKJIMYECKasi KOMIIOHCHTA.

c) Tpernoosasi KoOmMnoHeHma, Ce30HHAS KOMNOHEHMA U UWYMOBAsl KOMNOHEeHMmA.

d) Tosbpko IryMOBasi KOMIIOHEHTA.

6. Kakoe ypasHenue onucesiBaet moaeas ARIMA(p,d,q)?

a) y=g1yeit.. A pypte

b) y=01€-1+...+04€1—q

c) Advi=¢1Adyi—i1+...+dpAdyi—p+0i1€-1+... +046-4Ad

d) y=atBt+Hyye

7. Uto o3navaet napametp d B mogeau ARIMA(p,d,q)?

a) KonuyecTBo j1aroB aBTOpErpecCHH.

b) Cmenenv unmeepuposamuisi.

¢) KonuyecTBo CKOJIB3AIIUX CPEAHUX.

d) YpoBeHb 3HAUUMOCTH.

8. Kakasi Moaeab npuMeHsieTcsl AJIsl Y4eTa rerepocKeJaCTHYHOCTH B HeCTalHo-
HAPHOM BpPeMEeHHOM psijie?

a) Monens ARIMA.

b) Mooenbo GARCH.

c¢) JIuneitHas perpeccus.

d) ABTOperpeccuoHHas MOJIECIb.

9. YUto npeacrasJsiet codoii mpouecc ARCH(q)?

a) Ilpoyecc, 20e mexkywas owubka 3asucum om npeoblOyuux ouubox.

b) IIpouecc, rae Tekymas onmoOka 3aBUCUT OT TEKYIINX 3HAYEHUN TTePEMEHHBIX.
c¢) [Ipouece, riae Texkyuias ommOKa 3aBUCHT OT IIPEABIAYIIETO 3HAUYCHHS OIIMOKU U Te-
KyIIEH MEPEMEHHOU.

d) INpouecc, rae Tekymas omuOKa 3aBUCUT TOJIBKO OT TEKYIIEro 3HaYEHUs IepeMeH-
HOW.

10. Kakyro ¢popmyay ucnouas3yer moaeas ARMA(p,q)?

Vet @yt opyeptetOie—1+.. 0464

yEut gyt A dpyip

y=ptet01€-1+... 046

V=t o1y 1€

Test No 2 “Non-stationary Time Series Modeling”

1. What is a non-stationary time series?

a) A time series that has a constant mean and variance over time.

b) A time series that has a mean and variance that change over time.

¢) A time series that has a correlation structure that changes over time.

d) All of the above.

2. What operation allows making a non-stationary time series stationary?
a) Taking the logarithm.

b) Dividing by the trend component.
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¢) Taking the first difference.

d) Using the Kalman filter.

3. Which test is used to check the stationarity of a time series?

a) Kolmogorov-Smirnov test.

b) Dickey-Fuller (ADF) test.

c¢) Lilliefors test.

d) Mann-Whitney test.

4. Why is it important to check the stationarity of a time series before modeling?
a) To avoid false conclusions about the presence of seasonality.

b) To ensure the stability of the model parameters.

¢) To improve the accuracy of forecasts.

d) All of the above.

5. What components are usually distinguished in the decomposition of a time se-
ries?

a) Trend component and noise component.

b) Seasonal component and cyclical component.

c) Trend component, seasonal component and noise component.

d) Noise component only.

6. What equation describes the ARIMA(p,d,q) model?

a) y=d1yert.. A pyrpte

b) y=01€-1+...+0¢€1q

c) Ady=¢iAdyi-1+...+¢pAdyi—p+0i1€-1+... +O04€1-gAd

d) y=o+Bt+yye-

7. What does the parameter d mean in the ARIMA(p,d,q) model?

a) Number of autoregressive lags.

b) Degree of integration.

¢) Number of moving averages.

d) Significance level.

8. Which model is used to account for heteroscedasticity in a non-stationary time
series?

a) ARIMA model.

b) GARCH model.

¢) Linear regression.

d) Autoregressive model.

9. What is an ARCH(q) process?

a) A process where the current error depends on previous errors.

b) A process where the current error depends on the current values of the variables.
¢) A process where the current error depends on the previous value of the error and the
current variable.

d) A process where the current error depends only on the current value of the variable.
10. Kakyo ¢popmyay ucnosb3yer mojaeab ARMA(p,q)?

V=t Gry-1t. FgpypTertOieit... +0q€-

yEut gyt A dpyip

y=ptet01€—1+... 046

V=t o1y 1€
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4) IlpuMepHbIii IepeYeHb BONMPOCOB /ISl MOJATOTOBKH K 3a4eTy

Yto0 Takoe BpeMEHHOU ps?

Kakue ocHOBHBIE KOMITOHEHTHI BDEMEHHOTO Psijia Bl 3HaeTe?

UYro Takoe TpeH0Basi KOMIIOHEHTa BPEMEHHOTO psijia?

Yto Takoe ce30HHAass KOMIIOHEHTa BpEeMEHHOTO psifa’?

Yrto Takoe MUKINYeCcKasi KOMIIOHEHTa BPEMEHHOTO psiia?

Yrto Takoe aBTOKOPpEIIALUs BPEMEHHOI0 psija?

Yrto mokaszeiBaeT KOAPHUITMEHT aBTOKOPPEIAIUN?

Yro Takoe yacTHas aBTokoppensuuonnas ¢pyukuus (PACF)?

. UTo Takoe cTaliMoOHApHBIM BPEMEHHOMN psifa?

10 YT0 Takoe HecTallMOHAPHBIA BPEMEHHOM psija?

11.Kakue TUTIBI CTAaIIMOHAPHOCTH CYIIECTBYIOT?

12.Kak npoBepuTh CTAllMOHAPHOCTH BPEMEHHOI0 psija’

13.Onummte niporiece uacHTUuGUKanuu mogaenu ARIMA.

14.ITpuBeaure npumepsl npuMeHeHust moaenu ARIMA.

15.00msacHUTE paznuuus Mexay moaensiMu AR, MA u ARMA.

16.Kaxk ouenuts napamerpsl Mojieau ARIMA?

17.Kak nMpoBeCTH IUATHOCTUKY aJicKBaTHOCTH Moaenu ARIMA?

18.Kakue TUIbI HECTAIIMOHAPHOCTHU CYIIECTBYIOT?

19.Kak npoBepuTh HECTALIMOHAPHOCTH BPEMEHHOTO psia?

20.Yto takoe tect Juku-dOymaepa (ADF)?

21.Kak npuBeCTH HECTAlMOHAPHBIM BPEMEHHOM Pl K CTALlMOHAPHOMY ?

22.0Omumute npouece uaeHTuukamuu moaenu ARIMA 1ais HecTalmoHApHOTO
psaa.

23.IlpuBeaute mpumMepsl npuMeHeHus Mmoaen ARIMA g HecTarmoHapHBIX psi-
10B.

24.00msacuuTe paznuuus mexay moaensivu ARIMA u SARIMA.

25.Kak ouenuts napamerpsl Mojieain ARIMA g HecTalimoHapHoro psija?

26.Kak mpoBecTH IMArHOCTHUKY ajekBaTHOCTH Moaenn ARIMA mis Hectammo-
HapHOro psjaa?

27.YT1o Takoe BAIUIUPOBAHKUE MOJICIIH BPEMEHHOTO psia?

28.Kakue MeTobl BaTuAUPOBAHUS MOJIETICH BPEMEHHBIX PSAIOB CYIIECTBYIOT?

29.Yto0 Takoe Kpocc-BaJIMIALMs U KaK OHA BBITIOJIHSETCA?

30.Kak BeIOpaTh ONTUMATBHYIO JUTHHY 00Y4YaroIIe ¥ TECTOBOM BEIOOPOK?

31.Kak u3MepuTh KauecTBO MPOTrHO3a MOJICJIM BPEMEHHOTO psjia?

32.YTo Takoe TeCT Ha CTAIIMOHAPHOCTH OCTATKOB MOJIETH?

33.Kak npoBepuTh HOPMaJIBLHOCTh PACIIPEACICHHUS OCTATKOB MOJICIIH?

34.Kak mpoBECTH aHANIU3 aBTOKOPPEISIIUOHHON (DYHKITUU OCTATKOB MOJIENN?

35.Kakue Mepbl IPeOCTOPOAKHOCTHU CIACAYET IPUHUMATH IIPU UHTEPIIPETALIUU pe-
3yJIbTaTOB TECTUPOBAHUS MOJIETN?

36.Kak y4ecTb BIMsSIHUE BHEHIHUX (PAKTOPOB MPHU OLIEHKE TOYHOCTH MOJENIN?

© XNV AL

Sample list of questions to prepare for a credit
1. What is a time series?
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22.

. What are the main components of a time series?

. What is a trend component of a time series?

. What is a seasonal component of a time series?

. What is a cyclical component of a time series?

. What is autocorrelation of a time series?

. What does the autocorrelation coefficient show?

. What is a partial autocorrelation function (PACF)?
. What is a stationary time series?

. What is a non-stationary time series?

. What types of stationarity exist?

. How to test the stationarity of a time series?

. Describe the process of identifying the ARIMA model.

. Give examples of using the ARIMA model.

. Explain the differences between AR, MA, and ARMA models.
. How to estimate the parameters of the ARIMA model?

. How to diagnose the adequacy of the ARIMA model?

. What types of non-stationarity exist?

. How to check for non-stationarity of a time series?

. What is the Dickey-Fuller (ADF) test?

. How to reduce a non-stationary time series to a stationary one?
Describe the process of identifying an ARIMA model for a non-stationary se-

ries.

23
24
25

. Give examples of applying the ARIMA model to non-stationary series.
. Explain the differences between the ARIMA and SARIMA models.
. How to estimate the parameters of the ARIMA model for a non-stationary se-

ries?

26

. How to diagnose the adequacy of the ARIMA model for a non-stationary se-

ries?

27
28
29
30
31
32
33
34
35

. What is time series model validation?

. What methods of validating time series models exist?

. What is cross-validation and how is it performed?

. How to choose the optimal length of training and test samples?

. How to measure the forecast quality of a time series model?

. What is a test for stationarity of model residuals?

. How to test the normality of the distribution of model residuals?

. How to perform an autocorrelation function analysis of model residuals?

. What precautions should be taken when interpreting the results of model test-

ing?

36

. How to take into account the influence of external factors when assessing the

accuracy of a model?

6.2.

Onucanue moxkazaresjen u KPHUTECPHEB KOHTPOJIA YCIICBACMOCTH, OITMCAHHE
IIKAJ OHCHHBAHUSA

KOHTpOJ’Ib 3HAHUM CTYACHTOB OCYHICCTBJIACTCA C HCIIOIL30BAHHEM OaJuIbHO-
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PEUTHUHIOBOM CHUCTEMbI, BKJIIOYAIOLICH TEKYIIUA M MPOMEKYTOUHBIA KOHTPOJb 3Ha-
HHUU, YMEHUMN U HABBIKOB CTY/ICHTOB.

OueHka 3HaHUN BEACTCS HA OCHOBE PEUTHMHIOBOM OLICHKH CTYJEHTA, KOTOpas
CKJIQJIBIBACTCS U3 CPEHEU OIICHKHU 3a BBHIMOJIHCHUE WHAMBUIYATbHBIX 3a/laHUM Ha
MPAKTUYCCKUX 3aHATHAX. MakcuMalibHasi OLICHKA 3a BBINOJIHEHUE WHIUBUIAYAIBHOIO
3aganus - 10 6awtoB. Onenka 9 cTaBUTCS NIpU HATUYUHA HAPYIICHUH HOPM B 0hopMm-
neHun padoTel. O1eHKa § — MpU HATUYUH HETPYOBIX BBRIYUCIUTEIBHBIX OIMTHOOK, KO-
TOpbIC HE MPUBEIU K JIOKHBIM BBIBOJAM U HEBEPHOMY MOHUMAHHUIO CYTH PadOTHI.
Ouenka 7 — cenaHbl HEBEPHBIE BBIBOJIBI BCIEACTBUE OMIMOKU B pacdeTax, IpH dTOM
HE HapyllieHa Joruka uccienoBanus. OueHka 6-5 — HapylieHa JIOTMKa aHallu3a,
OMIMOOYHBIE BBIBOABL. 3a/Iep’KKA BBIMOTHEHUSI UHIUBUIYATHHOTO MPAKTUYECKOTO 3a-
JAaHMs Ha OJIHY Helesto mrpadyercst oqHuM OaiioM, Ha aBe - 1Byms. [lo ucreuenuu
TpPEX He/leNlb C MOMEHTA BHITIOTHEHUS 3aJaHUs B Ay IUTOPUU pabOTa HE MPUHUMAETCS.

3ajiepKKa BBITTOTHEHUS UHAUBUYAJIbHOIO IPAKTUYECKOr0 3a1aHus Ha OJIHY He-
nemo mrpadyercs oqHuM OanaoM, Ha JIBE - IBYMSI.

MakcumanbHas cymma OamioB 1o aucuuiuiaHe coctasiser 150 (13 TI3 x10
oammoB + 2 KoaTtpompHbIX padoTel x10) MToroBas oreHka 3a4eTa Mo JUCIUATLIMHE
(GopmupyeTcsi B 3aBUCUMOCTH OT TEKYLIETr0 peHTHHTa.

0 — 90 6annoB — HeyaoBIeTBOpUTENbHO. KoMneTeHIINY, 3aKpeTIEHHBIC 3a JIHC-
MUTUTHHON, HEe CPOPMUPOBAHBI

91 — 112 Gannos — yaosieTBopuTebHO. KoMneTeHK, 3aKkperiéHHbIC 3a JIUC-
UTUTHHOU, C(POPMUPOBAHBI HA YPOBHE — I0CTATOYHBIH

113 — 127 Gamnos — xopormio. KoMmneTeHuu, 3akperiéHHbie 3a JTUCHUIIIIMHOM,
chopmMupoBaHEI HA YPOBHE — XOPOIIHUH (CPETHUIN)

128 — 150 6ayoB — otinuHo. KomMrneTeHMM, 3aKpeIiyiEHHBIC 3 JUCUUILIMHOM,
chopMUpOBaHBI HA YPOBHE — BBICOKUM

Tabnuma 7

Hlkana YpoBeHb 0CBOEHMS JIHCIHILIH-

3auer

OLleHHBaAHHUA HbI
128-150 OT1nuyHO
113-127 Xoporio 3auer
01-112 VY 10BnE€TBOPUTEIIHLHO
0-90 HeynosnerBopurensHo He3ayeT

7. YueOHO-MeTOANYecKOe H HHGOpMallHOHHOE ohecreyeHHe AUCHUIIINHbI
7.1 OcHoBHAas JIUTEpaTypa

1. [TonoBa, W.H. AHanu3 BpEeMEHHBIX pPAJOB: Y4YEeOHUK IS BY30B/
H. H. Ilonosa ; orBerctBeHHbii penaktop B. B. Koanes. — Mocksa : M3narens-
ctBO IOpaiit, 2025. — 74 c. — (Bsicuiee odpazoBanue). — ISBN 978-5-534-18394-
8. — Texkcr : anexktponnsiii // OOpa3zoBaTenbHas miatrdpopma FOpaut [caldt]. —
URL: https://urait.ru/bcode/568821.

2. Kpemep, H. I1I. DxonomeTpuka : ydeOHUK U IPAKTUKYM ISl aKaJeMude-
ckoro OakanaBpuara / H. III. Kpemep, b. A. Ilytko ; noa penakumeit H. I11. Kpemepa.
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—4-e u3a., uctp. u gon. Mocksa : MU3patensctBo FOpaiit, 2022. — 308 ¢. — (bakanasp.
Axanemuueckuil Kype). — ISBN 978-5-534-08710-9. — Tekcr : anexrponnsii // ObC
FOpaiir [caiiT]. — URL: : https://urait.ru/bcode/426241 .

3. IlomoBa, 1. H. Ananu3 BpeMeHHBIX psAa0B : yueOHuK st By3oB / M. H. Ilo-
1oBa ; OTBETCTBEHHBIN pepakTop B. B. KoBanes. — Mocksa : U3natensctBo IOpaiiT,
2024. — 74 c. — (Bricmiee oopazoBanue). — ISBN 978-5-534-18394-8. — Texkcr :
anekTpoHHBI // OOpazoBatensHas 1iatrdopma FOpaiit [caiit]. — URL:
https://urait.ru/bcode/534918

4. IloakopeiToBa, O. A. AHaIM3 BPEMEHHBIX PSAJIOB : ydeOHOE mocodue s
By30B / O. A. IloakopeitoBa, M. B. CokonoB. — 2-¢ u3j., nepepald. u jom. —
Mocksa : UznmarensctBo FOpaiit, 2024. — 225 ¢. — (Bwicmee oOpa3oBaHme). —
ISBN 978-5-534-19441-8. — Tekcr : anekTpoHHbId // OOpa3oBaTenbHas miaTdopma
FOpaiit [caiit]. — URL: https://urait.ru/bcode/556470

5. DxoHoMeTpuKa : yueOHuk s By3oB / M. . Enuceesa [u ap.] ; moxa pe-
nakruent . U. EnuceeBoit. — Mocksa : U3marensctBo FOpaiit, 2024. — 449 ¢. —
(Beiciee oOpazoBanue). — ISBN 978-5-534-00313-0. — Tekcr : 3JeKTpOHHBIN //
O6pasoBarenpHas matdopma FOpaiit [caiit]. — URL: https://urait.ru/bcode/535449.

7.2 lonoIHUTEIbHAS JIATEpaTypa

1. Amnanu3 maHHBIX @ y9eOHUK 7g By30B / B. C. Mxwutapss [u ap.| ; mox
penakuueit B. C. Mxurapsina. — Mocksa : M3patensctBo FOpaiit, 2024. — 448 ¢. —
(Beiciee oOpasoBanme). — ISBN 978-5-534-19964-2. — TekcT : 27AEKTPOHHBIN //
O6pasoBatenbHas miardgopma FOpaiit [caiiT]. — URL: https://urait.ru/bcode/560311

2. Tpymxkos, A.C. Cratuctudeckas o0padotka nuapopmanuu. OCHOBBI TEOPUH
M KOMITbIOTEpHBIH npakTukyM + CD : yueOHoe nocobue / A.C. Tpymkos. — CaHKT-
[TetepOypr : Jlaub, 2020. — 152 c. — ISBN 978-5-8114-4322-2. — TeKcCT : 37AEKTPOH-

weti  //  Jlamp  :  o2nekTpoHHO-OMOnumoreyHas  cuctema. —  URL:
https://e.lanbook.com/book/126947 — Pexxum gocTyma: jis aBTOPHU3. MOJIb30BATEIEH.
3. Tumodees, B. C. DxoHomeTpuka : yaeOHHUK TSI aKaJIeMHUIECKOTO Oaka-

naspuata / B. C. Tumodees, A. B. ®amguneenxos, B. 10. lekonaun. — 2-e u3., mne-
pepab. u mom. — Mocksa : M3marensctBo FOpaiit, 2022. — 328 c¢. — (baxkanagp.
Axkanemuueckuit kypc). — ISBN 978-5-9916-4366-5. — Tekcr : 37eKTpOHHBIN //
O6pasoBarenpHas maatdopma FOpaiit [caiit]. — URL: https://urait.ru/bcode/509101.

7.3 Meroauyeckue yKa3aHusi, PEeKOMEHJAIMM M JAPyrHe MaTepHAJbI
3aHATUSIM

1. XapuronoBa, A.E. CtatuctTudeckuii aHaIn3 U TPOTHO3UPOBAHUE C HC-
OJIb30BAHUEM [MAKETOB MPHUKIIAIHBIX CTATUCTHUECKUX MpOorpamMm: YueOHoe nocobdue
/ A.E. XaputonoBa. — M.: U3a-80 PI'TAY-MCXA. - 2015, 155 ¢.

2. VYkonoBa A.B. Meroaundeckue ykazaHusi MO MPUMEHEHUIO MPOTPAMMBbI
Microsoft Excel npu MHOXECTBEHHOM KOPPEISIIUMOHHO-PETPECCUOHHOM M JIUCTICPCH-
OHHOM aHaJn3¢ OMBITHBIX AaHHBIX / A.B. YkomoBa. — M.: U3n-Bo PTAY-MCXA —
2005, 23 c.
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8. Ilepeyens pecypcoB HHPOPMALMOHHO-KOMMYHHKALMOHHOM CEeTH

«AHTEepHET», HEOOXOAUMBIX /IJI51 OCBOEHHSI IMCIUILIHHBI (OTKPBITHIH 10CTYIN)

[—y

. Bureau of Economic Analysis. URL: http://www.bea.gov

2. NASS — National Agricultural Statistics Service. URL: www.nass.usda.gov

3. STATISTICS. URL: http://www.oecd-
ilibrary.org/statistics;jsessionid=3ddci6tti4090.delta

4. STATISTICS. URL:
http://epp.eurostat.ec.europa.eu/portal/page/portal/statistics/themes

5. System of National Accounts 2008. URL:
http://unstats.un.org/unsd/nationalaccount/sna2008.asp

6. U.S. Census Bureau. URL:  http://census.gov

7. US Department of Commerce. Bureau of Economic Analysis. URL:
http://www.bea.gov/

8. Jlokmnazael o pazeutuu yenoseka. URL:
http://www.un.org/ru/development/hdr/

9. EnuHbIi apXUB CTATUCTUYCCKUX U 3KOHOMeTpuueckux JanHbix BIIID. URL:
http://sophist.hse.ru/db/oprosy.shtml?ts=2

10.Utoru Beepoccuiickoii cenbekoxo3siictBeHHOM nepenucu 2006 roaa (B 9 to-
max). URL: http://www.gks.ru/news/perepis2006/totals-osn.htm

11.MockoBckasi MexayHapoIHas BaoTHas Ouprka. http://www.micex.ru

12.0OcHoBHBIE 0030pb! U qokIaa6l OOH B skKOHOMUYECKOM U coManbHON 00Ia-
ctsax. URL: http://www.un.org/ru/development/surveys/

13.0¢unnansuerit caiit Bcemupuoro 6anka . URL:  http://
www.worldbank.org

14.0¢unmansubiii caitt Bcemuphoii Toprosoii opranuzanuu. URL:
http://www.wto.org

15.0¢puumansubiii caitt EBporneiickoro 6anka peKOHCTPYKIMU U Pa3BUTHS —
URL:  http://www.ebrd.com

16.0¢uumansubiii caitt Mexaynapoasoro BamtotHoro gponmga. URL:  http://
www.imf.org

17.0¢uunansublii caitt MexayHnapoanoi opranuszanuu tpyna. URL:  http://
www.ilo.org

18.0¢uumanbubiii caitt Munucrepersa ¢punancos PO. URL:  http://
www.minfin.gov.ru

19.0¢punmanbublii cailt HaimoHanbHOro 010po CTaTUCTHKY MO PHIHKY Tpy/1a
CHIA. URL: http:// www.bls.gov

20.0O¢unmansHbIi caiT HanmmoHnamsHOTO 0F0pO SKOHOMUYECKHUX UCCIIEIOBAHUI
CIIA. URL: http:/ www.nber.org

21.0dunmansuseiit cait Poccrara. URL: http://www.gks.ru/

22.0¢uumansusbiii caitt Lentpansnoro banka Poccun. URL: http://www.cbr.ru

23.Ipenpuatet HUY BUID. http://www.hse.ru/org/hse/wp

24.PocOusHeckoHcanTHHT. http://www.rbk.ru

25.1lenTp MaKpOIKOHOMHYECKOTO aHaIu3a u mporuo3upoBanus npu MHIT PAH.

http://www.forecast.ru
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9. [lepevyeHb nporpaMMHOro odecrniedeHusi H HHPOPMALMOHHBIX CIIPABOYHBIX

CHUCTEM
Tabmuma 10
Ilepeyenb nporpaMMHOIo odecneyeHus
HaumenoBanue
Ne pa3aesia yueOHOI HaumenoBanue Tun AnTop I'ox pa3pa-
n/n | AMCHHILVIMHBI (MOY- NPOrpamMmblI NpOrpamMmsl 00TKH
JIs1)
1 Pasnenst 1-4 MS EXCEL TAOMMHHBIA IPO- | oo | TOKYIMas
Heccop, pacuérHas BEpCHs
R Project
) Pasnernsr 1-4 R, Python A3BIK IPOTPAMMH- Python TeKyIas
pPOBaHHA Software BEPCHS
Foundation
3 Pazpnensr 1-4 STATISTICA pacyéTHas StatSoft 2004

10. Onucanue MaTepUaIbHO-TEXHUYECKOI 0a3bl, HEOOXOAMMOM 1151
ocyliecTBJIEHHs 00pa30BaTeJbHOI0 NMPoLecca Mo JMCHHILIHHE

Tabmuna 10

CeeeHust 00 00ecnIe4eHHOCTH ClIeHATM3MPOBAHHBIMH aYAUTOPUAMHU,
KabuHeTaMHu, JabopaTopusiMu

HaumeHoBaHHe crieniMaabHBIX MIOMeNle-
HHIl ¥ OMelIeHHil ISl CAMOCTONATE Ib-
Hoii padoTsl (Ne yueOHOro Kopimyca, Ne

ayIMTOPHH)

OcCHALIIEHHOCTh CHENHAJILHBIX MOMEIEeHHI | 110~
MelleHHii 111 CaMOCTOATebHOI padoThl

1

2

yueonas ayoumopus 0is NPoeeoeHUs: 3asi-
MUl 1eKYUOHHO20 Muna, yueonas ayoumo-
pusi 0151 NPoBedeHUs 3aHAMULU CEMUHAPCKO-
20 muna, y4ieoHas ayoumopus 0715 npose-
oenust Kypcogo2o npoeKkmupoeanus (6bi-
HOJHENUs. KYPCO8bIX pabom), yuebnas
ayoumopus 0715 2pYRNo6ulx U UHOUBUOY-
AbHBIX KOHCYIbMAyUll, y4ieoHas ayoumo-
pUs 015 meKywe2o KOHmMpos U RPpoMeHcy-
mounou ammecmayuu (2u yueoHvil Kop-
nyc, 102 ayo.)

1. Komnserorep — 29 wir.;

2. Crenn «Ceprees Cepreii CrenanoBuy 1910-1999»
(MuB.Ne591013/25) — 1 wt.;

3. OrserymwuTens nopoikoBslil (MuB. Ne559527) —
1 mT.;

4. TlonsecHoe KperieHue K orHeTyumTento (MuB. Ne

559528) — 1 wir.;

Kanrozu (Uus. Nel1107-221225, Uus. Nel107-

221225) - 2mr.;

6. Ctyn—29 wr.;

7. CTOn KOMIBIOTEPHbINA — 28 1IIT.;

8. Cron s npenopasaress — | wmrt.;

9

1

b

. Hocka mapkepHas (MuB. Ne 558762/5) — 1 w.;
0.  TpuOyna HanosnbHas (63 uaB. Ne) — 1 1mT.

yuebunas ayoumopus 05 NPOGeOeHUs 3aAHS-
MUl CeMUHAPCKo20 mund, y4eoHas ayou-
mopus 0Jis npoGedenUs KVpcoeoeo npoex-
MUPOBAnUsl (6bINOAHEHUA KYPCOBBIX pa-
bom), yuebnas ayoumopus 01 pynnoewuix
U UHOUBUOVATILHBIX KOHCYIbMAYULL, Y4eD-
Has ayoumopus 0Jis mekywje2o KOHmpois u
HPOMEdICYMOYHOU ammecmayuu, nomeuje-
Hue 07151 camocmosimenbHou pabomwl (2

1. Pabouas cranuus FORSITE THIS16G512G, Poc-
cuiickas ®enepanusa A4Tech Fstyler F1512 - 16
1T, ;

2. Cron Habopuelii (MaB. Ne410136000010828) — 1
LIT.

3. Cron komnswtotepHsiit (MuB. Ne 410136000010813-
410136000010827) — 15 mr.;

4. Ctyn (MaB. Ne 410136000010829-
410136000010853) — 25 mit.;
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yueonwiit kopnyc, 106 ayo.)

5. UarepakTuBHas naHeab (MHB. No
410124000603715) — 1 .

yuebnas ayoumopus 075 NPOGeOeHUs 3aAHS-
MUl cCeMUHapcKo20 mund, y4eoHas ayou-
mopus 0Jis npoGedenls KVpcoeoeo npoek-
MUPOBAnUsl (6bINOAHEHUA KYPCOBBIX pa-
bom), yuebnas ayoumopus 01 epynnoewuix
U UHOUBUOVATILHBIX KOHCYIbMAyUll, yieo-
Has ayoumopus 0Jis mekywje2o KOHmpos u
HPOMEdICYMOYUHOU ammecmayuu, nomeuje-

1. Komnbtorep — 16 .

2. TeneBuszop — 1 urt.

3. Croa s npenogasaresis —1 wT.

4. Ctost KOMIIbHOTEpHBIN —16 1T.

5. Cryn obucHblii — 17 mit.

6. Komnerotep: PRO-3159209 Intel Core 15-10400
2900MTI 1, Intel B460, 16I'6 DDR4, Intel UHD
Graphics 630 (Bctpoennas), SSD 240I'6, S00BT,

Mini-Tower — 1 1T,

7. Konaumonep HAIER HSU -24HPL03/R3 (Uus.
Ne 210134000062198) — 1 .

8. Bemanka HanonbsHas (MuB.Ne1107-333144,
WNuB.Nel1107-333144) — 2 .

Hue 07151 camocmosmenbHou pabomawl (2
yuebnwitl kopnyc, 302 ayo.)

yuebHas ayoumopus 01s npoeeodeHUs 3d- 1. MynsrumenuiiHas  ycTaHoBKa (MOHHTOpP MHB.Ne
HAMUI TeKYUOHHO20 MUNA, 2PYNNOGLIX U 34799/3, nkpaH HAcTEHHBIH C JJIEKTPONMPHUBOAOM HHB.Ne
UHOUBUOYATTBHBIX KOHCYTIbMAYULi, meKylye- 35641/7, cucremublii 610k uHB.Ne 558788/135)

20 KOHMPOJS U RPOMENCYMOYHOU amme- 2. locka mapkepHas

cmayuu (Yuebusiii kopryc Ne 2, ayiuropust 3. Crymes-87

Ne 101)

yeHmpanbHasa HayuHas bubauomexa umenu | YuranbHbie 3a1bl OMOIMOTEKH

HH. XKenesnoea

KomHara a1 caMoIoAroTOBKH

cmyoenveckoe obwexcumue

11. MeTroanueckue PECKOMCHAAIHH Oﬁy‘lalOllIHMCﬂ M0 OCBOCHHIO JTHCIHHUITIIHHBI

[Tpeanonaraercs, 4YTO CTYJCHT BBINOJHACT MPAKTUYECKOE 3aJaHUC B ayJHMTO-
pun, 1oMa 0OPMIISIET U TOTOBUTCS MO TEOPETUYECKUM BOIMPOCAM K 3AIIUTE OTYETA
Ha CJICIYIOIEM 3aHATHH.

Bce Bumpt yueOHBIX paboT (B TOM YHCIE MO pean3alui MPaKTHYEeCKOU MOro-
TOBKH) JIOJUKHBI OBbITH BBIIIOJIHEHBI TOYHO B CPOKH, MPEJTyCMOTPEHHBIC MPOrpaMMOii
oOydenusi. Ecu cTyZIeHT He BBITIOTHWIT KaKOe-TH00 W3 y4eOHBIX 3aaHuil TI0 HEyBa-
KUTEIBHOU TIpUYHMHE (MPOIMYCTUI KOHTPOJIBHYIO paloTy, BBHITIOJHUI pabOTy HE MO
CBOEMY BapHaHTy M T.II.), TO 3a JIAHHBIA BHJI y4eOHOW paboThl Oaibl peHTHHIa He
HAYHUCIISIFOTCS, @ TIOJTOTOBJICHHBIC TIO3KE TTOJIOKEHHOTO CPOKa PabOThI OIIEHUBAIOTCS
¢ noHwkawmuM kodppuuuentoM. Ecin ke HeBbINMOIHEHHE y4eOHBIX paboT mpo-
M30MUI0 TI0 YBOKHUTEIBHON MPUUYUHE, TO CIIEAYET MPEACTaBUTH MPENOAaBaTENIO MMO/-
TBEPKJAAIOIIMI JOKYMEHT, U 3alIUTUTh MPONYIICHHbBIC 3aHATUE B YaChl, OTBEJACHHBIC
JUTSL ©KEHEIETbHBIX KOHCYJIbTAITHIA.

Buabl u gopmbl 0TpadOTKM NPONYLIEHHBIX 3aHATHH

CTyneHT, mpoIyCTUBINNN TPAKTUYECKUE 3aHATUS, 00sS3aH BBITIOJHUTH UX Ca-
MOCTOSITEJIBHO, PYKOBOJICTBYSICh METOJIUYCCKUMHU YKa3aHUSIMU U JIUTEPATypOU, Mpu-
BEJICHHOU B TaHHOH pabodyeil mporpamme (BBITIONHSAET MPAKTHYECKOE 3aJaHUE B KOM-
NBIOTEPHOM Ki1acce Kadeapbl B 4achl, CBOOOAHBIC OT 3aHITHH, UM C UCTIOJIb30BaHU-
eM CBOOOJTHOTO TPOTPAMMHOTO OOECTECYCHUS, M3y4aeT TEOPETHUYECKUE BOMPOCHI).
[TpomyieHHBIC TEKIIMA HEOOXOAMMO TIEPENUCaTh U 3alIUTHTh, OTBETUB HA BOTIPOCHI
MPEMo/1aBaTesis B Yachl, OTBEACHHBIC JIJIS1 KOHCYJIBTALIMH.
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12. MeToanueckue PCKOMCHAAIIHA NPEmoaaBaTc/JasAM 110 OpraHu3alu Oﬁy‘leHHH
o JHCHHILJIHHE

KommiekcHOe OCBOCHHE CTYACHTaMH yueOHOW MUCHUIUIMHBI «MOoJenupoBa-
HUE BPEMEHHBIX PSJIOB arPO3KOHOMUYECKHUX JIaHHBIX Ha MHOCTPAHHOM SI3bIKE» Mpe/I-
MoJIaraeT U3y4yeHUe PeKOMEHyeMOl yueOHO-METOIUYCCKOM JINTEPATYPhI, TOITOTOB-
KY K IPAaKTHYECKUM 3aHSTUSIM, CAMOCTOSITEIIbHYIO paOdOTy MPHU BBIIOJIHEHUH TTPAKTH-
YEeCKUX 3aJIaHuH, IOMAIIHUX 3a/IaHUM, TIOArOTOBKY IPE3EHTAIUH.

[To xaXk10¥ MHIUBUYATBLHOM pabOTE TODKEH OBITh BBICTABIICH 0a/LT 1O (haKTy
ee 3alUThl. 3allUTy PEKOMEHYETCs MPOBOJAUTH Ha CJIEAYIOIIEM IOCJe MOJy4eHHUs
3amanus 3aHatuu. [IpenogaBatens 00s3aH MPOBEPUTH COOTBETCTBHUE BBIITOJHEHHOTO
3aJJaHUsl UCXOJIHBIM JaHHBIM BapuaHTa CTyJeHTa. TakuM o0pa3oM, MCKIIFOYAeTCs Be-
POSTHOCTD TIJIATHATA.

[TpenogaBaTenb JOHKEH CTUMYJIUMPOBATH CTYJICHTOB K 3aHATHIO HAay4YHO-
UCCIIeIOBATEIBLCKON PabOTOM, M3yUCHUIO HAYYHON IKOHOMETPUUYCCKOHN JTUTEPATYPHI,
B T.4. OT€YECTBEHHOM U 3apyO0eKHOH NMepHOIUKH.

CTyeHT MOXKET TPOBECTH COOCTBEHHOE CTATUCTUYECKOE HAOIIOJCHUE 3a CO-
UAIbHO-3KOHOMUYECKUMHU SIBJICHUSIMH, NPEJICTABISIIOIIMMHU €r0 Hay4YHbIH MHTEpeC,
MOCTPOUTDH CTATUCTUYECKYIO MOJIENb, CIeNaTh MPOTHO3. B ciyyae Hajamexarero Ka-
4ecTBa, ero padora MOXeT ObITh 3aciylllaHa Ha HAy4YHOM KpYyXKe Kadeapbl MU Ha
CTyJIeHYECKOW HayuHO# koH(pepeHuuu. [lo pemienuto kadeapel, CTyIEHThI, 3aHSB-
IIME TPU30BLIC MECTA HA HAYYHBIX CTYIACHUCCKUX KOH(PEPEHIIUSIX, MOTYT OCBOOOXK-
AaThCs OT CIa4YM SK3aMeHa 110 JIUCHHUTUTHHE.

IIporpammy pa3zpadorau:
JemuueB B.B, KaH/1. 5KOH. HayK, JIOIEHT
(PHO, yyeHas CTeneHb, VHEHOe IBaHIE) S N (MOANHCH)
AnoxuH M.A., aCCUCTEHT oL
(PHO, yueHas CTENeHb, YUCHOE 3BaHHE) - (noanuce)
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PELEH3USA

Ha padouyro nporpammy aucuuiinabl ®T/1.02 «MoaesinpoBanue BpeMeHHbIX PsiIOB arpo-
IKOHOMHYECKHX JJAHHbIX HA HHOCTPAaHHOM si3bIke» OITOII BO no nanpasiienunio 09.03.02
«MH(popMannOHHBIE CHCTEMbI H TEXHOJOTHH», HANIPABJEHHOCTAM «boJiblHe 1aHHbIE H Ma-
HIHHHOE 00yueHune», « KoMnbrTepHbIe HAYKH H TEXHOJIOTHH HCKYCCTBEHHOI0 HHTE/LIIEKTa»
(kBasiM(pUKALKS BLINYCKHUKA — DaKaJaBp)

Tpsacuunoit Huroit FOpbseBHOI, n011eHTOM Kadeapbl 3KOHOMHYECKOI 0€3011acHOCTH U IpaBa
®I'bOY BO «Poccuiickuii rocyaapctBeHHblil arpapibiii yausepcurer - MCXA umenn K.A. Tu-
MUPS3EBa», KaHJIUIaATOM 3KOHOMUYECKHX HAyK (J1ajiee Mo TeKCTY PELEH3EHT), IPOBEAeHA PELeH3Us
pabouell mporpaMMbl JUCHUIUIMHBL «MOJETUPOBAHUE BPEMEHHBIX PSJAOB arpO’IKOHOMUYECKUX
JaHHBIX Ha nHocTpaHHOM s3bike» OITOIT BO no nanpapiaenuto 09.03.02 «MubopmanmoHHbie CH-
CTeMbI U TEXHOJIOTHW», 110 HaNpaBJIeHHOCTAM «boublie AaHHbIe U MallMHHOE 00ydeHue», «Kom-
NbIOTEPHBIC HAYKH U TEXHOJIOTMU MCKYCCTBEHHOTO MHTEJUIEKTa» (0akanaBpuar) pa3paboTaHHO B
®I'bOY BO «Poccuiickuii rocynapcrBeHnbiii arpapubiii yauBepcuter — MCXA umenun KA. Tu-
MUpsi3eBa», Ha Kadeape cTaTUCTUKU U KubepHeTuku (paspadborunku lemuyes B.B., K.3.H., TOLEHT,
AHoxuH M. A., aCCHUCTEHT).

PaccMoTpeB npejicTaBieHHbIC HA PELEH3UI0 MATEPUAIIbI, PELICH3EHT MPUIIEI K CIeIYIOIIUM
BBIBO/IAM:

1. [penbsiBiieHHas paboyas mporpaMma JUCHUIUTHHBL «MoJeupoBaHHe BPEMEHHbBIX PsiJI0B
arpo3KOHOMUYECKHX MaHHBIX Ha MHOCTPAHHOM f3bIKe» (nanee mo tekcty IIporpamma) coorser-
crByet TpedoBanusiMm ®I'OC no nanpasnenuto 09.03.02 «MubopmanMoHHBIE CUCTEMBI U TEXHOJIO-
ruw». [IporpaMma coepKuT Bce OCHOBHBIE pa3jieiibl, COOTBETCTBYET TPEOOBAHUSIM K HOPMATUBHO-
METOJINYECKUM JIOKYMECHTAM.

2. Ilpencrasnennas B [Iporpamme axmyaavrnocmes y4eOHONH AUCHUIUIMHBI B paMKaxX peaiu-
sanuu OITOIT BO wre noodaesicum commenuio — nACUMIUIMHA OTHOCUTCS K 4acTH (DaKyIbTaTUBHBIX
aucuumma — OT].

3. Ilpencrasnennbie B [Iporpamme yeru IUCHMIUIMHBL coomeemcmeyiont TpeOOBAHUAM
®I'OC nanpasnerus 09.03.02 «MHpopMaIHOHHBIE CHCTEMBI U TEXHOJIOTHHY.

4. B coorBerctBuu ¢ [Iporpammoii 3a qucuuminHon «MoaenupoBaHue BPEMEHHbBIX Psi/IOB
arpoO’KOHOMUYECKUX JJAHHBIX HA MHOCTPAHHOM SI3BIKE)» 3aKPEIUIEHO 2 YHUBEpPCAJIbHbIE KOMIIETEH-
uuu, 1 npodeccuonanbHas komnemenyusa (7 uHAUKaTopoB). Jducuumirnna «MojaenupoBaHue Bpe-
MEHHBIX PSJ/I0B arpo3KOHOMHUYECKHX TaHHBIX Ha MHOCTPAHHOM S3bIKe» M IpejactasieHHas Ilpo-
rpamMma cnocobHa peanu3oams e B 00bSIBICHHBIX TPeOOBaHUSIX.

5. Pesynomamol obyuenus, npeacTaBieHHble B [Iporpamme B KaTeropusix 3HaTh, YMETh,
BJIAJICTh coomeemcmeayiom cneu(puKe U CoePKaHUI0 JUCHHUIUIMHBI U 0eMOHCIPUPYION 803MOIC-
HOCHIb TIOJTyU€HUS 3asIBIICHHBIX PE3YJIbTATOB.

6. O6mast Tpy10EMKOCTb JNUCHUILIUHBI «MOIENTUpOBaHKE BPEMEHHBIX PSJIOB arpo3KOHO-
MHYECKUX JIaHHBIX Ha MHOCTPAHHOM $3bIKE» COCTaBISET 2 3a4€THBIX €AMHMIbI (72 4acoB/U3 HUX
NpakThYecKas NMoJAroToBka 4 yaca).

7. Nudopmanus 0 B3aUMOCBSI3M M3YYaE€MbIX JIUCIUIIMH U BONIPOCAM HUCKJIKOUYCHUS JT1y0iu-
pPOBaHUS B COJICPIKAHUU JIMCLUUIUIMH coomeemcmeyem JencTBuTebHOCTH. Jucunmnuna «Mojenu-
POBAaHHUE BPEMEHHBIX PSJI0B arpOAKOHOMHUYECKUX JAHHBIX HA HHOCTPAHHOM $3bIKE» B3aHMOCBA3aHA
¢ apyrumu auciuruiiaamMu OTTOIT BO u Yye6Horo miana no Hanpasiaenuio 09.03.02 «Mudopma-
LUMOHHBIC CHUCTEMbI U TEXHOJOTMH» U BO3MOXKHOCTb NYOIMPOBAHUS B COAEPKAHHUH OTCYTCTBYET.
[Tockonbky JUCUMIUIMHA HE MPEJIyCMATPUBACT HAJIMYUE CIELUAIbLHBIX TPeOOBaHUI K BXOJIHBIM
3HAHUAM, YMEHHUSAM U KOMIIETCHIUSAM CTYJIEHTa, XOTSI MOKET ABJIATHCA MPEAIIECTBYIOMICH IS cIie-
IIMATbHBIX, B TOM YMCIIe MPOPECCHOHANBHBIX JUCIHMIUINH, HCIIOIb3YIOUIUX 3HaAHUs B 00J1aCTH KO-
HOMETPUKHU B MPodecCHOHANBHON eATeNbHOCTH 0aKajaBpa 1o AaHHOMY HAIpPABICHUIO MOJIOTOB-
KH.




8. Tlpencrasnennast [Iporpamma mnpejnoiaraeT MCIojib30BaHHE COBPEMEHHBIX 00pa3oBa-
TENIbHBIX TEXHOIIOTUH, UCTIONb3yeMbIe MPH peau3allii Pa3lInYHbIX BHJIOB yueOHOH paboTbl. Pop-
MbI 00pa3oBaTeIbHBIX TEXHOJIOTUI coomeenicmayiom cnetu(puke JUCIUTLIIHHDL.

9. Ilporpamma nucuuruinhel «MojieTMpoOBaHUE BPEMEHHBIX PSJOB arpOIKOHOMUYECKUX
JIAHHBIX Ha MHOCTPAHHOM S3bIKE» TpEAIoiaraeT 3aHATUs B MHTEPAKTUBHOM (hopme.

10. Buzpl, conepkanie U TPYJA0EMKOCTh CaMOCTOATENbHOM paboThl CTY/CHTOB, Mpe/ICTaB-
neunbie B [lporpamme, coomeemcmeyiom tpeOOBaHUSM K MOATOTOBKE BBIIYCKHHMKOB, COIeprKa-
mumces B0 @I'OC BO nanpasnenus 09.03.02 «udopmainoHHbIE CUCTEMBbI M TEXHOJIOTUNY.

11. ITpencrasiennsie 1 onucanHbie B [Iporpamme hopmbl mexyweri olieHKH 3HaHHIH (orpoc,
Kak B (opme 0OCy:KIeHUs OTAEIbHBIX BOIPOCOB, TaK M MHIMBUAyaJIbHAs 3alIMTa MPAKTHYECKUX
pabot), coomeemcmeayiom cnenupuKe TUCHUIUIUHBI U TPEOOBAHUAM K BBIITYCKHUKAM.

®opma NMPOMEKYTOYHOTO KOHTPOJIS 3HAHUW CTYJEHTOB, npeaycmorpeHHas [Iporpammoii,
ocylecTBiseTcss B (hopMe 3adera ¢ OLICHKON, UTO coomeemcmeyen CTATyCy AWCHMUILIUHBI, Kak
JUCIMIUIMHBl (aKkyJIbTaTHBHOH bacTu ydeOHoro mukna — PTJ PI'OC wnanpaeienus 09.03.02
«HpOopMaAIITMOHHBIE CUCTEMBI M TEXHOJIOTHUN.

12. ®opmbl OLICHKHM 3HAHUMN, NpeAcTaBicHHbIE B [Iporpamme, coomeemcemayiom cnienupuxe
JMCUHUIUIMHBI U TPEOOBaHUAM K BBIIYCKHHKAM.

13. YuebHo-MeToaMuecKkoe o0eCrnevyeHnue JUCIHUILINHBI MPE/ICTABICHO: OCHOBHOM JUTEpa-
TYpO# — 4 UCTOYHUKA, TOTIOJHUTEILHON JIUTEpATypoil — 3 HaumMeHoBaHui, UHTEpHET-pecypebl — 25
HUCTOYHHUKOB M coomeemcmevem TpedoBanusmM PI'OC nanpasierus 09.03.02 «MupopmanmoHHbIe
CHUCTEMBI U TEXHOJIOTUNY.

14. MaTtepuaabHO-TEXHUYECKOE 00eCneYeHne MUCIHUIUIMHBI COOTBETCTBYET cCrelupuke
AUCHUILTAHBL «MOIeTMpOBaHNE BPEMEHHBIX PSI0B arpOIKOHOMUYECKUX JAHHBIX HA UHOCTPAHHOM
A3bIKe» U 00eCreunBaeT UCIOIb30BAHUE COBPEMEHHBIX 00pa3oBaTEeNbHBIX, B TOM YHCIE MHTEPaK-
THBHBIX METOOB O0YUYECHHS.

15. MeToauieckre peKOMEHIAIUU CTYAEHTaM U METOIMYECKUE PEKOMEHAAIMK TIPEernoiaBa-
TEJISIM 110 OpraHu3auuu oOy4eHHUs [0 AUCUMILIMHE JA0T NPEACTaBlIeHUE O cnenuduke od0ydyeHus
no gucuuiuinHe «MojenupoBaHue BPEMEHHbBIX PSAJA0B arpO3’KOHOMUYECKUX JaHHBIX Ha MHOCTPaH-
HOM SI3BIKE».

OBUIUE BbIBO/IbI

Ha ocHoBaHuu npoBeeHHON PELIEeH3MM MOKHO C/eNaTh 3aKIIOYEHHUE, YTO XapakTep, CTPYKTypa u
cojiep)kaHue pabouei mporpaMMbl JTUCUUIUIMHBI « MoJIeTHpOBaHUE BPEMEHHBIX PSJIOB arpo3KOHO-
MHUYECKHX JIaHHBIX Ha HHOCTpaHHOM s3bIke» OITOIT BO mo nampasienuto 09.03.02 «Mudopmaru-
OHHBIEC CUCTEMBbI U TEXHOJIOTUW» (KBaju(UKaius BeIMYCKHUKA — 0aKaaaBp), pa3paboTaHHas JI0LEH-
tamu Kadenpel ctaTucTuku U kubepueruku Jlemuue B.B., accucrentom Anoxunbim M.A., coot-
BercTByeT TpedoBanusM PI'OC BO, coBpeMeHHBIM TpeOOBaHUSIM 3KOHOMHKH, PHIHKA TPY/1a U M03-
BOJIUT MpH €€ peann3alny yCremHo odecneynTb GopMUpOBaHHUE 3asBJICHHBIX KOMIIETCHIIMH.

Penensent: Tpscuuna Huna KOpbeBHa, noueHT kadeapbl IKOHOMUYECKONW 0€30MacHOCTH M IpaBa
®OI'bOY BO «Poccuiigkuii rocynapcTBeHHblid arpapHbiii yHuBepcuteT-MCXA uMeHn
K.A. THMH]}H aHAU1aT SKOHOMUYECKHUX HayK, JOLICHT
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